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**Abstract**

***BACKGROUND***

With the recent change in the definition (Sepsis-3 Definition) of sepsis and septic shock, an electronic search algorithm was required to identify the cases for data automation. This supervised machine learning method would help screen a large amount of electronic medical records (EMR) for efficient research purposes.

***AIM***

To develop and validate a computable phenotype via supervised machine learning method for retrospectively identifying sepsis and septic shock in critical care patients.

***METHODS***

A supervised machine learning method was developed based on culture orders, Sequential Organ Failure Assessment (SOFA) scores, serum lactate levels and vasopressor use in the intensive care units (ICUs). The computable phenotype was derived from a retrospective analysis of a random cohort of 100 patients admitted to the medical ICU. This was then validated in an independent cohort of 100 patients. We compared the results from computable phenotype to a gold standard by manual review of EMR by 2 blinded reviewers. Disagreement was resolved by a critical care clinician. A SOFA score ≥ 2 during the ICU stay with a culture 72 h before or after the time of admission was identified. Sepsis versions as V1 was defined as blood cultures with SOFA ≥ 2 and Sepsis V2 was defined as any culture with SOFA score ≥ 2. A serum lactate level ≥ 2 mmol/L from 24 h before admission till their stay in the ICU and vasopressor use with Sepsis-1 and-2 were identified as Septic Shock-V1 and-V2 respectively.

***RESULTS***

In the derivation subset of 100 random patients, the final machine learning strategy achieved a sensitivity-specificity of 100% and 84% for Sepsis-1, 100% and 95% for Sepsis-2, 78% and 80% for Septic Shock-1, and 80% and 90% for Septic Shock-2. An overall percent of agreement between two blinded reviewers had a *k* = 0.86 and 0.90 for Sepsis 2 and Septic shock 2 respectively. In validation of the algorithm through a separate 100 random patient subset, the reported sensitivity and specificity for all 4 diagnoses were 100%-100% each.

***CONCLUSION***

Supervised machine learning for identification of sepsis and septic shock is reliable and an efficient alternative to manual chart review.
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**Core tip:** This study presents and validates a supervised machine learning model for the identification of sepsis and septic shock cases using electronic medical records as an alternative to manual chart review. This method showed to be an efficient, fast and reliable option for retrospective data abstraction, with the potential to be applied to other clinical conditions.
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**INTRODUCTION**

Septicemia was identified as one of the most costly in-hospital conditions in the United States[1]. The incidence and burden of Systematic Inflammatory Response Syndrome in the acutely ill is around 35% and almost half of all patients hospitalized develop this condition at least once during their stay[2]. It also contributes to as many as half of all hospital deaths[3]. These statistics outline the overall burden of sepsis as a leading cause of critical illness associated with significant mortality and morbidity[4,5]. The Third International Consensus Definition for Sepsis and Septic Shock defined sepsis as life-threatening organ dysfunction caused by a dysregulated host response to infection[6]. The identification of cases of sepsis in the intensive care unit (ICU) is important to further gain knowledge on the subject and improve outcomes.

The use of electronic medical records (EMR’s) as a tool to reduce cost and improve safety has been increasing over the years in both clinical practice and health care research[7]. Despite increasing use, there is a lack of structured search strategies and data capturing to identify cases of sepsis or septic shock. With the change in definition of sepsis and septic shock, a search phenotype is useful to identify cases and help additional studies related to sepsis. Machine learning methods to identify comorbidities, post-operative complications, and extubation failure have been developed and validated[8-10]. These algorithms are valuable in research to identify conditions of interest with a sensitivity and specificity approaching and improving on manual review.

The objective of the study was to develop and validate a computable phenotype *via* supervised machine learning method for retrospectively identifying sepsis and septic shock in the ICU based on the Sepsis-3 criteria using information available from the EMR. Identification of these cases is necessary for improving research related to this condition, and also as a stepping stone to design machine learning models for real-time sepsis detection. Our secondary aim was to validate the results obtained from the computable phenotype by comparing it with a gold standard (*i.e*., manual review) performed by two independent blinded reviewers.

**MATERIALS AND METHODS**

The study was approved by the Mayo Clinic Institutional Review Board for the use of existing medical records of patients who gave prior research authorization. The guidelines of the STROBE statement have been adopted.

***Study population***

The study population consisted of patients above 18 years of age admitted to the medical ICU at Mayo Clinic, Rochester, with prior research authorization. A random subset of 100 patients each was used for derivation and validation of the computable phenotype (Figure 1). The selection of 200 total patients for the study population was to be able to have a comparable sample size between the two cohorts while keeping the time and effort for manual review reasonable.

***Manual data abstraction for Gold Standard***

The medical records of the derivation and validation cohort were manually reviewed by two independent blinded reviewers. The data obtained from the two reviewers were compared to each other and disagreements were reviewed by a third reviewer. The final set obtained from this process was taken as the gold standard for the study (Figure 1). The reviewers collected data for cultures, Sequential Organ Failure Assessment (SOFA) scores, serum lactate levels, and vasopressor use for the cohorts during their ICU admission. Serum lactate and Cultures were abstracted within 24 h and 72 h before or after ICU admission date respectively, while the other parameters were abstracted during the entire period of their ICU stay.

***Automated electronic search strategy***

Data for the retrospective study was used from Mayo Clinic ICU DataMart and Unified Data Platform, which are extensive data warehouses containing a near real-time normalized replica of Mayo Clinic’s EMR. These databases contain patient information along with their laboratory test results, clinical and pathological information from sources within the institution and have been previously validated. A web-based software tool set (Advanced Cohort Explorer) was used for data access.

The data for cultures, SOFA scores, serum lactate levels and vasopressor use was abstracted and cases were identified as having or not having sepsis and septic shock. The computable phenotype was refined continuously in several iterations to improve the sensitivity and specificity of the derivation subset to more than 90%. The phenotype algorithm was validated using sensitivity and specificity calculated by comparing the results to the gold standard obtained by manual review (Figure 1). The machine learning model for the cohort was done under supervision of an independent critical care researcher.

Sepsis 1 and 2 was defined as blood culture and any culture drawn within 72 h of ICU admission and SOFA score ≥ 2 on any ICU admission days 1-7 respectively. Septic Shock 1 and 2 was defined as Sepsis 1 or 2 criteria plus a serum lactate ≥ 2 mmol/L and at least one vasopressor infusion during ICU admission respectively.

***Statistical analysis***

Sensitivity and specificity of the computable phenotype was calculated by comparing the results to the gold standard obtained by manual review of the charts using JMP statistical software, SAS 13.0, Cary, North Carolina.

**RESULTS**

In the initial derivation cohort, the supervised machine learning model achieved a sensitivity of 100% for sepsis (Table 1) and 80% for septic shock (Table 2). There were 4 disagreements between the manual review and the computable phenotype in the dataset. The disagreements were reviewed and it was identified that 2 of the disagreements were due to the results being obtained at a time before the patient was admitted to the ICU. The 2 other disagreements were due to the sample culture sent. The reviewers identified the cases as not being septic even though a culture was sent for the cases and fulfilling sepsis-3 criteria. The supervised machine-learning phenotype algorithm was refined and the results compared to obtain a final derivation sensitivity-specificity of 100%-100% for sepsis (Table 1) and 90%-100% for septic shock (Table 2). Correction was then made for the timing of the lactate data and data was abstracted for the validation cohort by both manual review and the computable phenotype. The sensitivity-specificity for the validation cohort was found to be 100%-100% for both sepsis and septic shock (Tables 1 and 2).

**DISCUSSION**

The results of the study demonstrate that the development of an automated phenotype algorithm (computable phenotype) based on supervised machine learning is an effective and reliable method when compared to manual review. It is also faster than manual review and the sensitivity-specificity achieved in this study provides a highly effective method for reliable retrospective data extraction. Computable phenotypes via machine learning methods have been used as alternatives to manual chart review[8-13]; however, to date, it has never been employed for sepsis and the new sepsis-3 criteria, representing a novel application of this technology.

With widespread use of EMRs, the emphasis on ‘big data’ has increased. The accumulation of vast amounts of data opens doors for opportunities to improve the processes of care and treatment by conducting studies on the available data. Time might be a constraining factor when trying to identify the correct study population through manual review as it takes significant time. Traditional billing searches for conditions may not be completely accurate[14] and changes in coding guidelines make them even less reliable.

The study has several strengths. It allows for a quick and reliable way to retrospectively identify cases of sepsis and septic shock based on the Sepsis-3 guidelines. This provides strong support to the educational and research activity at our institution and demonstrates a simple, yet effective, method that can be applied to other clinical conditions and institutions. It also demonstrates the capability of an algorithm to identify cases based on data stream and hence is an important step towards algorithm/model for real time detection of sepsis.

The limitation of our study is that we used ICU DataMart and Advanced Cohort Explorer systems for electronic data abstraction which are specific to Mayo Clinic. This reduces the generalizability of supervised machine learning model for sepsis and septic shock. The computable phenotype however used laboratory, culture and medication data which are well recorded through various EMR systems and therefore should be easy to recreate with modification based on the institutions’ database. Our machine learning model also offers an opportunity for other researchers and institutions to build additional phenotype algorithms to identify conditions/cases objectively to further the improvement in care and knowledge of the medical community.

In conclusion, computable phenotypes based on machine learning are able to correctly identify sepsis and septic shock with high sensitivity and specificity in a cohort of retrospective data. This method can help expedite clinical research by reducing cost and time required for cohort identification. It will also allow the use of larger cohorts thereby enabling the researcher to perform larger studies to ultimately improve clinical outcomes. Finally, the supervised machine learning model can be incorporated into a near real time identification tool to pick up cases of sepsis and septic shock and aid clinical practice as part of a sniffer system.

**ARTICLE HIGHLIGHTS**

***Research background***

With the recent change in the definition (Sepsis-3 Definition) of sepsis and septic shock, an electronic search algorithm was required to identify the cases for data automation.

***Research motivation***

This supervised machine learning method would help screen a large amount of electronic medical records (EMR) for efficient research purposes.

***Research objectives***

The main objective was to develop and validate a computable phenotype via supervised machine learning method for retrospectively identifying sepsis and septic shock in critical care patients.

***Research methods***

A supervised machine learning method was developed based on culture orders, Sequential Organ Failure Assessment (SOFA) scores, serum lactate levels and vasopressor use in the intensive care units (ICUs). The computable phenotype was derived from a retrospective analysis of a random cohort of 100 patients admitted to the medical ICU. This was then validated in an independent cohort of 100 patients. We compared the results from computable phenotype to a gold standard by manual review of EMR by 2 blinded reviewers. Disagreement was resolved by a critical care clinician. A SOFA score ≥ 2 during the ICU stay with a culture 72 h before or after the time of admission was identified. Sepsis versions as V1 was defined as blood cultures with SOFA ≥ 2 and Sepsis V2 was defined as any culture with SOFA score ≥ 2. A serum lactate level ≥ 2 mmol/L from 24 h before admission till their stay in the ICU and vasopressor use with Sepsis-1 and-2 were identified as Septic Shock-V1 and-V2 respectively.

***Research results***

In the derivation subset of 100 random patients, the final machine learning strategy achieved a sensitivity-specificity of 100% and 84% for Sepsis-1, 100% and 95% for Sepsis-2, 78% and 80% for Septic Shock-1, and 80% and 90% for Septic Shock-2. An overall percent of agreement between two blinded reviewers had a *k* = 0.86 and 0.90 for Sepsis 2 and Septic shock 2 respectively. In validation of the algorithm through a separate 100 random patient subset, the reported sensitivity and specificity for all 4 diagnoses were 100%-100% each.

***Research conclusions***

Supervised machine learning for identification of sepsis and septic shock is reliable and an efficient alternative to manual chart review.

***Research perspectives***

This study presents and validates a supervised machine learning model for the identification of sepsis and septic shock cases using EMRs as an alternative to manual chart review. This method showed to be an efficient, fast and reliable option for retrospective data abstraction, with the potential to be applied to other clinical conditions.
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Figure 1 Flow chart of study derivation and validation cohorts. MICU: Medical intensive care unit.

**Table 1 Machine learning model’s sensitivity and specificity for sepsis**

|  |  |  |
| --- | --- | --- |
|  | **Sepsis-V1**1 | **Sepsis-V2**2 |
|  | **Sensitivity (%)** | **Specificity (%)** | **Sensitivity (%)** | **Specificity (%)** |
| Initial derivation cohort | 100 | 84.2 | 100 | 94.7 |
| Final derivation cohort | 100 | 100 | 100 | 100 |
| Validation cohort | 100 | 100 | 100 | 100 |

1Version 1; 2Version 2.

**Table 2 Machine learning model’s sensitivity and specificity for septic shock**

|  |  |  |
| --- | --- | --- |
|  | **Septic Shock-V1**1 | **Septic Shock-V2**2 |
|  | **Sensitivity (%)** | **Specificity (%)** | **Sensitivity (%)** | **Specificity (%)** |
| Initial derivation cohort | 78 | 80 | 80 | 90 |
| Final derivation cohort | 87 | 100 | 91 | 100 |
| Validation cohort | 100 | 100 | 100 | 100 |

1Version 1; 2Version 2.