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Abstract
BACKGROUND
The achievement of live birth is the goal of assisted reproductive technology in reproductive medicine. When the selected blastocyst is transferred to the uterus, the degree of implantation of the blastocyst is evaluated by microscopic inspection, and the result is only about 30%-40%, and the method of predicting live birth from the blastocyst image is unknown. Live births correlate with several clinical conventional embryo evaluation parameters (CEE), such as maternal age. Therefore, it is necessary to develop artificial intelligence (AI) that combines blastocyst images and CEE to predict live births.

AIM
To develop an AI classifier for blastocyst images and CEE to predict the probability of achieving a live birth.

METHODS
A total of 5691 images of blastocysts on the fifth day after oocyte retrieval obtained from consecutive patients from January 2009 to April 2017 with fully deidentified data were retrospectively enrolled with explanations to patients and a website containing additional information with an opt-out option. We have developed a system in which the original architecture of the deep learning neural network is used to predict the probability of live birth from a blastocyst image and CEE.

RESULTS
The live birth rate was 0.387 (= 1587/4104 cases). The number of independent clinical information for predicting live birth is 10, which significantly avoids multicollinearity. A single AI classifier is composed of ten layers of convolutional neural networks, and each elementwise layer of ten factors is developed and obtained with 42792 as the number of training data points and 0.001 as the L2 regularization value. The accuracy, sensitivity, specificity, negative predictive value, positive predictive value, Youden J index, and area under the curve values for predicting live birth are 0.743, 0.638, 0.789, 0.831, 0.573, 0.427, and 0.740, respectively. The optimal cut-off point of the receiver operator characteristic curve is 0.207.

CONCLUSION
AI classifiers have the potential of predicting live births that humans cannot predict. Artificial intelligence may make progress in assisted reproductive technology.
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Core Tip: The feasibility of predicting live birth by artificial intelligence (AI) combining blastocyst images and conventional embryo evaluation parameters (CEE) is investigated because there is no human method to predict live birth from blastocyst image. Deep learning of blastocyst images is performed by using the original conventional neural network, and the elementwise layer network is used for independent CEE factors to develop a single AI classifier, the accuracy, sensitivity, specificity and area under the curve values used to predict live birth by the AI are 0.743, 0.638, 0.789, and 0.740, respectively.


INTRODUCTION
The achievement of live birth is the goal of assisted reproductive technology in reproductive medicine. Miscarriage or embryo developmental failure can cause cost and time loss, and bring the negative psychological outcome to the patient. Although the morphological structures have been studied, the prognosis of the developmental ability of oocytes has not yet been found[1]. Time-lapse microscopy and conventional morphological evaluations recently studied are not sufficient to ensure the thriving of the embryo after transfer[2]. The feasibility of investigating time-lapse imaging has not yet been established. Preimplantation genetic testing for aneuploidy[3,4], which is an invasive procedure for embryos, is the subject of ethical considerations. Since embryos are genetically heterogeneous, the chromosomal profile of biopsy samples does not always reflect the rest of the profile[5]. After all, no method has been established in practice to use morphological analysis and/or non-morphological analysis to predict the live birth of a blastocyst.
Recently, artificial intelligence (AI) has been developed[6] and investigated as a diagnostic tool in reproductive medicine. e.g., predicting the viability of embryos can lead to a sensitivity of 70.1% for viable embryos, and a specificity of 60.5% for non-viable embryos[7]. A report showed that the AI classifier was used to classify images of mature blastocysts, which appeared to be the final stage prior to freezing or transfer, and the most important embryo stage for evaluating assisted reproductive technology demonstrated the potential for predicting the probability of live birth[8]. Our report (2019) is used to apply deep learning in convolutional neural networks (CNN) to the prediction of live births[9-12] to blastocyst images classified by maternal age, demonstrated that the accuracy, sensitivity, specificity, positive predictive value, and negative predictive value area under the curve (AUC) were 0.732, 0.673, 0.753, 0.404, 0.862 and 0.726, respectively[13]. To the best of our knowledge, these are unique values for predicting live birth through image recognition of blastocyst images. We have previously reported live birth predictions using multivariate logistic regression function in combination with conventional embryo evaluation (CEE) (e.g. maternal age, body mass index, etc.) and the application of deep learning, which was applied to blastocyst images that were also classified by age; this method was defined as a combination method[13,14] in which the accuracy, sensitivity, specificity, positive predictive value, negative predictive value, and AUC value for all ages were 0.721, 0.779, 0.704, 0.400, 0.885 and 0.773, respectively (2019). This combination method seemed to be better than CEE.
AI can be trained through images and non-images (such as numbers[15]) simultaneously. The classifier made by AI can convert data composed of image data and non-image data into a confidence score, which is an estimated probability of belonging to a target category (such as a live birth category). Therefore, when inputting images and non-images, an AI classifier trained on image and non-image data can generate confidence scores. The AI feature that can convert images into probabilities seems to be an outstanding advantage. Compared with AI classifiers trained only by images, AI classifiers trained with more information (including image and non-image data) may show better results. Then it may be necessary to investigate whether a single AI classifier of deep learning might demonstrate better predictability than the combination method when applied to both the blastocyst image and independent CEE factors, which were not classified by age but included age, to predict a live birth. Although it is necessary to use a combination method to create multiple AI classifiers, it is not necessary to classify a single AI classifier by age as an independent factor of CEE[16,17]. Therefore, we constructed the original neural network architecture of the AI classifier as a pilot study and demonstrated the feasibility of the classifier compared with the combination method.

MATERIALS AND METHODS
Patients and data preparation
The study collected images of blastocysts with morphological features and clinical information obtained from consecutive patients at the Okayama Couples’ Clinic from January 1, 2009, to April 30, 2017, with completely deidentified data were enrolled. Only elective single embryo transfer is performed. Track all blastocysts to confirm whether the result is a live birth or a non-live birth. This retrospective study was approved by the Institutional Review Board (IRB) of Okayama Couples Clinic (IRB number 18000128-5). This non-interventional study provides patients with the option to opt-out with additional information on the clinic’s website.

CEE
All blastocysts with clinical information and morphological features, such as maternal age, body mass index, past embryo transfer time, in vitro fertilization time, anti-Müllerian hormone value, FSH value, blastocyst grade on day 3, embryo cryopreservation day, Trophoblast grade, inner cell mass grade, number of blastomeres on the 3rd day after insemination, the average diameter of blastocysts, antral follicle count, the existence of immune sterility, the existence of oviduct infertility, the existence of endometriosis, insemination procedures, ovarian stimulation method, the grade of smooth endoplasmic reticulum cluster, degree of blastocyst expansion, presence of vacuoles, refractile body, male age, and male body mass index, were collected to evaluate the outcome of live birth vs non-live birth. This information was provided by doctors and embryologists engaged in clinical practice for over twenty years and who have implemented standard laboratory practices related to embryo morphological evaluations according to the 2011 international consensus meeting[18].
The relationships between each factor in CEE and live birth were assessed. Then, we obtained univariate regression functions. Significant factors without multicollinearity which indicated a state of strong correlations between variables were selected as independent factors to predict live birth.

Blastocyst images
As a routine conventional microscopic observation at magnification of 400 times, a single clear image of the blastocyst is captured at about 115 h after insemination or about 139 h if the blastocyst is less than approximate 120 µm in diameter. According to a published report[14], each image is cropped into a square and then saved in size of 50 × 50 pixels to provide the best accuracy. The picture has been de-identified so as not to identify the person.

Preparation for AI
The deidentified data set included all the factors in CEE, images of the blastocysts that resulted in miscarriages, non-live births, or live births were transferred to the AI system off-line.

AI classifier
AI classification programs were developed as shown in Figure 1. AI classifiers which were made up of both CNN[19-24] with L2 regularization[25,26] and elementwise functions that apply a function to each element of a tensor for each factor of the CEE to obtain the probability of predicting a live birth or non-live birth, as shown in Figure 1. We introduced deep learning for images with a published CNN architecture except for a softmax layer[14]. The CNN in the image consisted of 10 Layers with a combination of convolutional layers with multiple kernel sizes[27-29], pooling layers[30-33], flattened layers[34], linear layers[35,36] and rectified linear layers unit layers[37,38]. On the other hand, we also performed elementwise functions that we reported for the CEE factors[14].
Then, all tensors from the convolutional network for image and scholars by the elementwise functions for the factors of the CEE were catenated and inputted into a batch normalization layer[39]. Then, the data was placed in a linear layer and a softmax layer[40,41] which presented the probability of live birth or non-live birth.
The appropriate number of training datasets was investigated by evaluating the accuracies using the ten-fold cross-validation method[42-44]. Firstly, all data were divided into test datasets and training datasets randomly in a ratio of one to nine. Four-fifths of the training data set was used as the AI training dataset. The remainder, one-fifth, of the dataset, was defined as the validation dataset. The AI training dataset, validation dataset, and non-overlapping test dataset were created in this fashion. The AI classifier was trained by an AI training dataset with concurrent validation by the validation dataset, and then the AI classifier was evaluated with the test dataset. The training dataset is augmented by rotating images, as is often performed in the AI classifier process known as data augmentation, because the blastocyst image processing with any degree of rotation can produce images, resulting in different vector data of the same category[14]. Repeat this procedure ten times to incorporate all the data. Investigate the number of training data points until the accuracy value is the largest possible while keeping the variance of the accuracy value as small as possible. Therefore, this process can temporarily display an appropriate amount of training data to more accurately verify the prediction. Then, by varying the hyperparameters and the number of training data points, the best AI classifier showing the best accuracy was finally selected during the early stopping procedure. By comparing with the combination method, the feasibility of the new method is evaluated.

Development environment
The tools and conditions for development used are as follows: Intel Core i5 running Windows 10 (Redmond, WA, United States), 32 GB (Santa Clara, CA, United States) and NVIDIA GeForce GTX 1080 Ti (Santa Clara, CA, United States) and Wolfram Language 12.0 (Wolfram Research, Champaign, IL, United States).

Statistical analysis
Wolfram Language 12.0 is used for all statistical analyses. One-way analysis of variance test and univariate regression analysis was used. P < 0.05 was considered to indicate statistical significance.

RESULTS
Clinical information and morphological features
There were 5691 blastocysts, among which the outcome of live birth and non-live birth were 1587/4104, respectively. Images, morphological feature data, and clinical information were obtained. The live birth rate was 0.387. Table 1 shows the independent clinical information and morphological features for predicting live births. The mean ± SD/median/range for age, number of embryo transfers, anti-Müllerian hormone concentration (ng/mL), day-3 blastomere number, grade on day 3 (class A = 1, B = 2, C = 3, D = 4), embryo cryopreservation day (day 5 = 1, day 6 = 2), inner cell mass (A = 1, B = 2, C = 3), trophectoderm (A = 1, B = 2, C = 3), average diameter (µm) and body mass index (kg/m2) were 35.75 ± 4.78/36/20-48; 2.75 ± 2.36/2/1-30; 3.91 ± 3.54/2.94/0.0-32.2; 8.03 ± 1.74/8/2-17; 1.87 ± 0.57/2/1-4; 1.20 ± 0.40/1/1-2; 1.58 ± 0.55/2/1-3; 2.01 ± 0.75/2/1-3; 154.77 ± 24.12/153.8/81.3-242.5; and 21.30 ± 3.16/20.6/13.9-43.3, respectively.

Univariate regression functions
The univariate regression functions in order to use at the elementwise layer in the neural network for each were as follows: Age, k/[1 + Exp (β0 + β1x)], β0 = −10.742, β1 = 0.284, k = 0.451; number of embryo transfers, 1/[1 + Exp (β0 + β1x)], β0 = 0.635, β1 = 0.156; anti-Müllerian hormone concentration (ng/mL), 1/[1 + Exp (β0 + β1x)], β0 = 1.282, β1 = 0.062; day-3 blastomere number, k/(2πσ2)0.5 Exp [(x-m)2/(2σ2)], σ = 4.668, m = 11.624, k = 4.643; grade on day 3 (class A = 1, B = 2, C = 3, D = 4), k/[1 + Exp (β0 + β1x)]; β0 = −7.967, β1 = 2.584, k = 0.319; embryo cryopreservation day (day 5 = 1, day 6 = 2), β0 + β1x; β0 = 0.435, β1 = −0.131; inner cell mass (A = 1, B = 2, C = 3), β0 + β1x, β0 = 0.479, β1 = −0.131; trophectoderm (A = 1, B = 2, C = 3), β0 + β1x; β0 = 0.526, β1 = −0.124; averaged diameter (µm), 1/[1 + Exp (β0 + β1x)], β0 = 2.623, β1 = -0.011; and body mass index (kg/m2), 1/[1 + Exp (β0 + β1x)], β0 = -0.631, β1 = 0.079.

The approximate number of training data points
Overview of the accuracy profile as a function of the approximate number of training data points to study the appropriate amount of training data are shown in the left panel of Figure 2. The accuracy values were classified with L2 regularization values. High accuracies were obtained when the number of training data points was between 25605 and 45468. The mean of standard deviation of each parameter in the training data set are 0.0163, 0.0090, 0.0082, 0.0075, 0.009, 0.0121, 0.0086, and 0.0071, respectively. Although there is training data, there is no significant difference in standard deviation (P = 0.223 by one-way analysis of variance test). The same data were converted to a two-dimensional contour plot of accuracy as a function of the number of training data points and the number of L2-regularization values (right panel in Figure 2). The brighter area that indicated higher accuracy was observed when the number of the training data points was between 25605 and 45468 and when the L2-regularization values were less than 0.1.

AI classifier
Therefore, the best AI classifier is investigated. When the number of training data points is between 25605 and 45468 and the L2-regularization values are less than 0.1, the best AI classifier will exist. Finally, the best AI classifier was obtained with 42792 training data points and 0.001 L2 regularization values. The accuracy, sensitivity, specificity, positive predictive value, negative predictive value, Youden J index[45] and area under the curve (mean ± SE) obtained by the AI classifier are 0.743, 0.638, 0.789, 0.573, 0.831, 0.427 and 0.740 ± 0.031, respectively, as shown in Table 2. The optimal cut-off point of the receiver operator characteristic (ROC) curve[46] is 0.207. The classification time per case is less than 0.2 s.

DISCUSSION
Here, a single AI classifier for deep learning with CNN using blastocyst images and elementwise layers using independent factors of the morphological features and clinical information of the CEE is developed. When the patient's age is less than 39 years old, this integrated AI classifier is superior to the combination method in terms of accuracy in predicting which embryo to transfer to obtain a live birth.
The accuracy value of predicting live birth is 0.743. We have previously reported that the accuracy values of predicting live birth through the CEE/AI/combined method are 0.631/0.647/0.616, 0.687/0.675/0.671, 0.725/0.697/0.732, 0.714/0.776/0.801 and 0.910/0.866/0.784 for the age categories of < 35, 35-37, 38-39, 40-41 and ≥ 42 years, respectively[13]. Our report provides 0.721 ± 0.077 (mean ± SD) as the accuracy value. The combination method is the multivariate logistic function, the CEE probability generated by the multivariate logistic regression, and the confidence score generated by AI and the deep learning of CNN independently. However, the AI classifier in this study used both blastocyst images and CEE factors including age. These two different methods used the same data set composed of blastocyst images and CEE factors, and there was no significant difference in accuracy (P = 0.52). Therefore, in this study, the accuracy value of 0.743 as a predictor of live birth seems to be close to the average accuracy of the combination method. In this study, the results on the accuracy value are superior to the combination method that was classified by maternal age (when the patient's age is less than 39 years old); when the patient's age is greater than 39 years old, the classification method is inferior. Regarding the accuracy value, if the AI classifier in this study is used, it will be better for patients younger than 39 years old, as shown in Table 2.
Although there is no other way to predict live births, compared with AI in other medical classifiers, this single AI classifier does not seem to be good enough. The accuracy value of the AI classifier has been published, and were 0.997 for the breast cancer diagnosis[47]; 0.83-0.90 for the early diagnosis of Alzheimer's disease[48]; 0.83 for urological dysfunctions[49]; 0.72[50], 0.50[51], 0.823[52] and 0.941[53] for colposcopy diagnosis; 0.83 for the orthopedic trauma diagnosis[54]; and 0.98 for the morphological quality of blastocysts with the evaluation by the embryologist[55]. In one report, due to the probability of live births, images of embryos classified as poor and good were scored 0.509 and 0.614, respectively[55]. The AI classifier fails to notice clinical obstacles to achieving delivery, such as uterine factors[56] (e.g., uterine leiomyoma[57] and endometrial polyps[58]), endometriosis[59], ovarian function[60], oviduct obstruction[61,62], immune disorders[63,64] and the uterine microbiota[65,66]), so the prediction of blastocyst outcome through images can never reach 100%. Therefore, in this study, using 0.743 as the accuracy value for predicting live birth, as the application of AI in medicine, seems to be a moderately good result.
The values of AUC, sensitivity, and specificity are the most important statistical data for evaluating binary classification test methods because these values are independent of the distribution of the patient. The AUC in this study was 0.740 ± 0.031 (mean ± SE). In our report, the AUC values of predicted live births done by CEE/AI/combination methods are 0.651/0.634/0.655, 0.697/0.688/0.723, 0.771/0.728/0.791, 0.788/0.743/0.806 and 0.820/0.837/0.888 for the age categories of < 35, 35-37, 38-39, 40-41, and ≥ 42 years, respectively[13].
The reported AUC of the combination method is 0.773 ± 0.088 (mean ± SD). There was no significant difference between the AUC value of the AI classifier and the average AUC value of the combination method (P = 0.41). However, in this study, when the patient is younger than 37 years old, the results of the AUC value may be superior to the combination method, and when the patient is older than 37 years old, the results are inferior. Regarding AUC, if the AI classifier in this study is used, it will be better for patients younger than 37 years old. The published AUC value of the AI classifier with deep learning is 0.66, which can predict live birth[13]; 0.65 predicts live birth without aneuploidy[8]; 0.74 classifies embryos into three categories[64]; 0.826[52] for colposcopy by image, and 0.941[53] for colposcopy by image combined with HPV. Therefore, in this study, as an AI application in medicine, an AUC value of 0.740 seems to be a moderately good result.
The sensitivity of this study is 0.638. In our report, the sensitivity of CEE/AI/combination method to age category is 0.580/0.530/0.652, 0.714/0.655/0.786, 0.727/0.697/0.758, 0.700/0.650/0.700, and 0.667/0.833/1.000 for the age categories of < 35, 35-37, 38-39, 40-41, and ≥ 42 years, respectively[13]. The sensitivity of this combination method is 0.779 ± 0.134 (mean ± SD). The sensitivity of this study is inferior to the combination method (P < 0.019) and lower than the combination method of any age category.
The specificity of this study was 0.789. In our report, the specificities of CEE/AI/combination methods are 0.665/0.724/0.592, 0.673/0.685/0.612, 0.725/0.697/0.725, 0.716/0.794/0.816, and 0.922/0.867/0.773 for the age categories of < 35, 35-37, 38-39, 40-41, and ≥ 42 years, respectively[13]. The specificity of the combination method in the report is 0.704 ± 0.098 (mean ± SD). Although there is no significant difference, the specificity of this study is superior to the combination method (P = 0.052). Except for 40-41 years old, the specificity of the combination method of any age category is higher.
In this study, Youden’s J index[45] was 0.427. Youden's J index (sensitivity plus specificity -1) is a statistical value that is very valuable for dichotomous diagnostic tests, and can sometimes be used for ROC analysis. In our report, the Youden’s J index values of the CEE/AI/combination methods are 0.245/0.254/0.244, 0.387/0.340/0.398, 0.452/0.394/0.483, 0.416/0.444/0.516, and 0.589/0.700/0.773 for the age categories of < 35, 35-37, 38-39, 40-41, and ≥ 42 years, respectively[13]. The combination method in the report yielded 0.483 ± 0.193 (mean ± SD). There is no significant difference in Youden's J index (P = 0.519). However, in this study, the results of the Youden’s J index may be superior to the combination method when the patient is younger than 37 years old, and inferior to the combination method when the patient is older than 37 years old. Regarding Youden's J index, if the AI classifier in this study is to be used, it will be better for patients younger than 37 years old. A report has been published on the Youden’s J index value of the medical AI classifier. The index of LSIL/HSIL diagnosed by deep learning colposcopy is 0.682[52] and 0.789[53], while the index for predicting live birth is 0.30 without aneuploidy[8].
As for the accidental evaluation and comparison of AI only used for blastocyst images[13], its accuracy, sensitivity, specificity, positive predictive value, negative predictive value, Youden’s J index, and AUC value are 0.732/0.721/0.743, 0.673/0.779/0.638, 0.753/0.704/0.789, 0.404/0.400/0.831, 0.862/0.885/0.573, 0.426/0.482/0.427 and 0.726/0.773/0.740 by AI for blastocyst image only/AI as the combination method/AI in this study. We hope that the AI or combination method in this study will be better than other methods, but there seems to be no outstanding AI. Although the AI in this study seemed to demonstrate tendency that was superior for specificity and positive predictive value, and inferior for sensitivity and negative predictive value and AI for blastocyst image only seemed to be superior to AI in this study for negative predictive value and the value of the AUC, there was no significant superiority among the three types of AI classifiers. This result might suggest that medical imaging as the morphological features of the blastocyst was the most important among the significant parameters in the dataset. Non-image parameters may not contribute much to predicting live birth, but there is one thing. Therefore, multi-image data sets such as time-lapse photography of AI may be good candidates for predicting live births in the future. In this study, only a single image was evaluated, but it is known through time-lapse image analysis that morphology is not a static parameter, so it will be evaluated by multiple images in the future. In further research, the application of artificial intelligence consists of different neural network architectures that can process images and non-images in multiple time series at the same time, which may be better applied to time-lapse evaluation, because it has not yet shown the established method of predicting live birth. Without the intervention of more complex statistical methods, or preferably by AI applications, it may be difficult to analyze multiple data composed of images and non-images.
Not only is there no gold standard method for making neural network architectures for general targets but also images. However, the following neural networks for general image recognition have made progress: LeNet[68] (in 1998), AlexNet[40] (in 2012), GoogLeNet[36] (in 2014), ResNet[69] (in 2015), and Squeeze-and-Excitation networks[70] (in 2017). In this study, the image of the blastocyst was analyzed using CNN, and the scholar data of CEE was converted at the elementwise layers that have a function for each factor. After connecting these outputs, by using several network layers, the probability of live birth or non-live birth can be generated at the end of the neural network through the softmax function. The AI of the neural network can evaluate not only images but also non-image data. Compared with traditional statistics, this function of artificial intelligence seems to be advanced. When evaluating images through traditional statistical data, humans should define some image features (such as morphological shape and hue) before analysis, and then extract and quantitatively convert them into tensor data. Although the criteria for extracting certain features from images are indispensable for using traditional statistical data, the universality of the definition cannot be proven. On the other hand, artificial intelligence can evaluate images without any standard to extract certain features. Therefore, it is expected that AI can predict live birth through blastocyst images and CEE factors. As far as we know, there are no reports about the simultaneous use of image and non-image data for live birth prediction.
The ability of the AI classifier neural network, which consists of the CNN for the image and elementwise functions for the scholarly values of the CEE factors in this study, was almost similar to that of the published combination method[13]. The AI classifier in this study demonstrated insignificant superiority in terms of specificity, significant inferiority in terms of sensitivity, and similarity in terms of accuracy, Youden J index, and AUC. However, comparing the accuracy of the AI in this study and the combination method in patients aged 35 to 37 years in a validation study, the required sample size would be 9497000 with 0.05 and 0.20 alpha and beta errors, respectively. Also, for the AI classifier of the neural network composed of CNN for the image and some networks for the non-image data, modifications in the network architecture, hyperparameters, and an increase in the number of datasets are expected. Although further prospective studies may be required, this AI model appeared to have the potential for clinical applicability. Also, this AI classifier was a single classifier that could be easier to improve in the future, although the five AI classifier combination method would be more difficult to improve because it would require a data set for each age category, resulting in a higher number of data sets would lead. The AI classifier can display the ranking of the blastocysts to predict a live birth with decimal places, and it helps embryologists and clinicians select the blastocyst for embryo transfer. There can be a quick diagnosis of the prediction over a distance without expensive equipment when the image and CEE parameters are transmitted over the internet.
Since there is theoretically an infinite number of probabilities for the construction of the neural network architecture and numerous combinations of statistical functions, further investigations for patients are worthwhile. By selecting the hyperparameters and setting the random seed value within the program in various ways, the result can be changed, e.g., the prediction accuracy can be a little better or a little worse. Similar statements can be made about the dataset. If one uses the same deep neural network architecture and a different training dataset, for example, provided by a different institute, the prediction accuracy differs. This is one of the aspects of current AI technology. The AI in this study had not been tested for external data as an institutional joint research to validate the generalization ability. In the field of AI technology, a critical statistical method for evaluating the relative superiority of predictive ability between two classifiers is not well established. Therefore, at least the clear superiority in prediction accuracy, the advantages of the network architecture, or a wider variety of datasets that were included in the analysis should be considered before conventional practical use. To improve the AI classifier in the future and to examine not only conventional static values such as accuracy, but also robustness, stability, and reliability. It may be necessary to use the multiple-image data of blastocytes obtained by time-lapse methods from other institutes to evaluate the prediction accuracy, the increased amount of data, novel non-image data that would be significant and not yet discovered, such as genetic information or some patient biomarkers in the future, and the incorporation of the vastly improved neural network architecture.

CONCLUSION
Deep learning with a CNN for a blastocyst image and with networks of elementwise layers for independent CEE factors were used to develop the single AI classifier for predicting the probability of live birth. Due to the development of AI that does not harm the embryo, the embryo can be transferred after making the prediction. AI could bring benefits to the advancement of assisted reproductive technology.

ARTICLE HIGHLIGHTS
Research background
To acquire live births is the goal of assisted reproductive technology. No method has been established in practice to use non-morphological analysis and/or morphological analysis such as conventional morphological evaluations and time-lapse microscopy to predict the live birth of a blastocyst.

Research motivation
Artificial intelligence (AI) classifiers for blastocyst images to predict the live birth has been introduced in reproductive medicine recently.

Research objectives
The present study aimed to develop an AI classifier that combines blastocyst images and the morphological features and clinical information of the conventional embryo evaluation parameters such as maternal age to predict the probability of achieving a live birth.

Research methods
A total of 5691 images of blastocysts combined with conventional embryo evaluation parameters were used. A system in which the original architecture of the deep learning neural network was developed to predict the probability of live birth.

Research results
The number of independent clinical information for predicting live birth is 10. The best single AI classifier composed of ten layers of convolutional neural networks and each elementwise layer of ten factors was developed and obtained with 42792 as the number of training data points and 0.001 as the L2 regularization value. The accuracy, sensitivity, specificity, negative predictive value, positive predictive value, Youden J index, and area under the curve values for predicting live birth were 0.743, 0.638, 0.789, 0.831, 0.573, 0.427, and 0.740, respectively.

Research conclusions
AI classifiers have the potential of predicting live births that humans cannot predict. AI that can be trained by both morphological and non- morphological information may make progress in assisted reproductive technology.

Research perspectives
Due to the development of AI that does not harm the embryo, the embryo can be transferred after making the prediction. AI could bring benefits to the advancement of assisted reproductive technology.
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Figure Legends
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Figure 1 Flowchart for generating the artificial intelligence classifiers. The artificial intelligence classifier consisted of a combination of 10 Layers of a convolutional neural network for an image and each elementwise layer often significant factors of the conventional embryo evaluation (CEE) that we had reported[14]. The ten factors chosen as independent factors to predict live birth were age, the number of embryo transfers, anti-Müllerian hormone concentration, day-3 blastomere number, grade on day 3, embryo cryopreservation day, inner cell mass, trophectoderm, average diameter, and body mass index. The functions in the elementwise layer for each factor of the CEE are shown as formulas in Table 1. The image processing and ten factors of the conventional embryo evaluation tensor were combined at the catenated layer. AI: Artificial intelligence.

[image: ]
Figure 2 The accuracy value (mean ± SD) as a function of the number of training data points. The accuracy values were classified with L2 regularization values: 0.0001, 0.001, 0.005, 0.01, 0.025, 0.05, 0.1 and 0.2. High accuracy values were obtained when the number of training data was between 25605 and 45468 (left panel). The two-dimensional contour plot of the accuracy value as a function of the training data and L2 regularization values (right panel). The brighter area indicates higher accuracy. High accuracy values were observed when the number of the training data was between 25605 and 45468 and when L2 regularization values were less than 0.1.

Table 1 The morphological features and clinical information of 5691 blastocysts and the univariate regression formulas[13] of the independent factors for predicting the probability of live birth
	Independent factors
	mean ± SD
	Median
	Minimum
	Maximum
	Formulas
	Coefficients

	Age
	35.75 ± 4.78
	36
	20
	48
	k/[1 + Exp (β0 + β1x)]
	β0 = -10.742 ± 4.106 (P = 0.0089); β1 = 0.284 ± 0.109 (P = 0.0088); K = 0.451

	Number of embryo transfers procedures in the past
	2.75 ± 2.36
	2
	1
	30
	1/[1 + Exp (β0 + β1x)]
	β0 = 0.635 ± 1.158 (P = 0.584); β1 = 0.156 ± 0.123 (P = 0.204)

	Anti-Müllerian hormone concentration (ng/mL)
	3.91 ± 3.54
	2.94
	0.0
	32.2
	1/[1 + Exp (β0 + β1x)]
	β0 = 1.282 ± 2.640 (P = 0.627); β1 = 0.062 ± 0.139 (P = 0.678)

	Day-3 blastomere number
	8.03 ± 1.74
	8
	2
	17
	k/(2πσ2)1/2 Exp (-(x-m)2/(2σ2))
	σ = 4.668 ± 0.773 (P = 4.179 × 10-5); m = 11.624 ± 0.663 (P = 1.969 × 10-10); K = 4.643 ± 0.611 (P = 3.91 × 10-6)

	Grade on day 3 (Class A = 1, B = 2, C = 3, D = 4)
	1.87 ± 0.57
	2
	1
	4
	k/[1 + Exp (β0 + β1x)]
	β0 = -7.967 ± 8.012 (P = 0.320); β1 = 2.584 ± 2.582 (P = 0.317); K = 0.319

	Embryo cryopreservation day (Day 5 = 1, Day 6 = 2)
	1.20 ± 0.40
	1
	1
	2
	β0 + β1x
	β0 = 0.435; β1 = -0.131

	Inner cell mass (A = 1, B = 2, C = 3)
	1.58 ± 0.55
	2
	1
	3
	β0 + β1x
	β0 = 0.479 ± 0.037 (P = 0.049); β1 = -0.131 ± 0.017 (P = 0.083)

	Trophectoderm (A = 1, B = 2, C = 3)
	2.01 ± 0.75
	2
	1
	3
	β0 + β1x
	β0 = 0.526 ± 0.002 (P = 0.0026); β1 = -0.124 ± 0.001 (P = 0.005)

	Average diameter (µm)
	154.77 ± 24.12
	153.8
	81.3
	242.5
	1/[1 + Exp (β0 + β1x)]
	β0 = 2.623± 5.312 (P = 0.621); β1 = -0.011 ± 0.030 (P = 0.723)

	Body mass index (kg/m2)
	21.30 ± 3.16
	20.6
	13.9
	43.3
	1/[1 + Exp (β0 + β1x)]
	β0 = -0.631± 0.844 (P = 0.454); β1 = 0.079 ± 0.035 (P = 0.026)


Each formula was determined to fit the data distribution. Coefficients are shown as the mean ± SE.

Table 2 Discrimination ability of the best classifier of the original neural network architecture comparing the combination method[13]
	Patient age (yr)
	Accuracy
	Sensitivity
	Specificity
	PPV
	NPV
	AUC
	95% CI of the AUC
	Cut-point

	AI in this study

	All ages
	0.743
	0.638
	0.789
	0.573
	0.831
	0.740
	0.681-0.801
	0.207

	The combination method[13]

	All ages
	0.721
	0.779
	0.704
	0.400
	0.885
	0.773
	0.655-0.888
	0.213

	< 35
	0.616
	0.652
	0.592
	0.515
	0.719
	0.655
	0.600-0.707
	0.388

	35-37
	0.671
	0.786
	0.612
	0.508
	0.849
	0.723
	0.653-0.793
	0.281

	38-39
	0.732
	0.758
	0.725
	0.455
	0.908
	0.791
	0.693-0.889
	0.219

	40-41
	0.801
	0.700
	0.816
	0.350
	0.950
	0.806
	0.687-0.925
	0.142

	≥ 42
	0.784
	1.000
	0.773
	0.171
	1.000
	0.888
	0.713-1.063
	0.037


[bookmark: RANGE!B1:P21]The number of the training data was 42792 consisted of both a blastocyst image and ten factors of conventional embryo evaluation (CEE). The value of the combination method was a function of multivariate logistic regression with CEE and artificial intelligence for predicting probability for live birth from an image of the blastocyst in patients categorized by age. The optimal cut-point of live birth was the value corresponding to the point with the lowest distance to the upper-left corner of the receiver operator characteristic curve[46]. The accuracies, sensitivities, and specificities were obtained by using cut-points. PPV: Positive predictive value; NPV: Negative predictive value; AUC: Area under the time concentration curve.
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