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**Abstract**

With the appearance and prevalence of deep learning, artificial intelligence (AI) has been broadly studied and made great progress in various fields of medicine, including gastroenterology. *Helicobacter pylori* (*H. pylori*), closely associated with various digestive and extradigestive diseases, has a high infection rate worldwide. Endoscopic surveillance can evaluate *H. pylori* infection situations and predict the risk of gastric cancer, but there is no objective diagnostic criteria to eliminate the differences between operators. The computer-aided diagnosis system based on AI technology has demonstrated excellent performance for the diagnosis of *H. pylori* infection, which is superior to novice endoscopists and similar to skilled. Compared with the visual diagnosis of *H. pylori* infection by endoscopists, AI possesses voluminous advantages: High accuracy, high efficiency, high quality control, high objectivity, and high-effect teaching. This review summarizes the previous and recent studies on AI-assisted diagnosis of *H. pylori* infection, points out the limitations, and puts forward prospect for future research.
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**Core Tip:** In recent years, artificial intelligence (AI) has been rapidly developed and applied in various fields of medicine, including gastroenterology. We witnessed the promising application of AI in endoscopic diagnosis of *Helicobacter pylori* infection. In this review, we summarize the advantages of AI, point out the limitations of current studies, and put forward the direction of future research.

**INTRODUCTION**

*Helicobacter pylori* (*H. pylori*) is a Gram-negative bacterium that infects the human stomach and is closely associated with a variety of diseases, including chronic gastritis, peptic ulcer, gastric adenocarcinoma, mucosa-associated lymphoid tissue lymphoma, and other digestive diseases, as well as extradigestive diseases of the blood system, nervous system, cardiovascular system, skin, and ophthalmology[1,2]. The International Agency for Research on Cancer has categorized *H. pylori* as a group 1 carcinogen. A recent systematic review and meta-analysis pooling 410879 participants showed that the overall prevalence of *H. pylori* infection worldwide was 44.3% [95% confidence interval (CI): 40.9-47.7][3]. Therefore, accurate diagnosis of *H. pylori* infection is extremely important for the prevention and treatment of related diseases. Currently, various diagnostic methods are available for detecting *H. pylori* infections (non-invasive and invasive methods)[4], but endoscopic evaluation to determine the *H. pylori* infection status is an irreplaceable method, which can assist in the screening of early gastric cancer.

Artificial intelligence (AI) is a technology science that studies and develops the theory, method, technology, and application system that is used to simulate, extend, and expand human intelligence. With the emergence and development of deep learning (DL), the application of AI in medicine has also been enthusiastically explored and extensively studied[5-8]. Numerous research studies, using AI technology to identify or distinguish images in different medical fields including gastroenterology, radiology, neurology, orthopedics, pathology, and ophthalmology, have been published[9].

In this review, we focus on the application of AI in the field of endoscopic diagnosis of *H. pylori* infection and discuss future prospect.

**Significance of endoscopic diagnosis of *H. pylori* infection**

Most patients with gastric cancer have or have had *H. pylori* infection[10,11]. A large number of studies have indicated that the eradication of *H. pylori* can effectively reduce the risk of gastric cancer[12-14]. However, the study conducted by Mabe *et al*[15] showed that people after *H. pylori* eradication still have a higher risk of developing gastric cancer than people who have not been infected with *H. pylori*. Therefore, even after *H. pylori* eradication, regular endoscopic and histological surveillance is strongly recommended[16,17]. In consequence, endoscopic assessment of *H. pylori* infection status (non-infection, past infection, and current infection) has become increasingly important.

The Kyoto classification of gastritis was proposed, which is used to assess the status of *H. pylori* infection and more accurately evaluate the risk of gastric cancer[18]. According to the characteristics of the gastric mucosa under endoscopy, the gastric mucosa can be divided into the following three situations: *H. pylori*-uninfected gastric mucosa, *H. pylori*-infected gastric mucosa, and *H. pylori*-past infected gastric mucosa[18,19]. It should be noted that the Kyoto classification score is the sum of scores for five endoscopic features (atrophy, intestinal metaplasia, enlarged folds, nodularity, and diffuse redness with or without regular arrangement of collecting venules) and ranges from 0 to 8. The scoring system demonstrated excellent ability to evaluate *H. pylori* infection and predict the risk of gastric cancer[20]. However, above endoscopic features do not have objective indicators, and there is the potential for interobserver or intraobserver variability in the optical diagnosis of *H. pylori*-infected mucosa[21]. In other words, for endoscopic diagnosis of *H. pylori* infection, the diagnostic consistency among endoscopists is not ideal. Moreover, professional endoscopists can determine *H. pylori* infection with punctilious visual inspection of the mucosa during endoscopic examination, but novices need a large amount of time to perform this task effectively.

The significance of endoscopic surveillance is not limited to determining whether *H. pylori* is infected, not, or past, but can make an overall evaluation of the stomach. First of all, the classical Kimura-Takemoto classification is still widely used today to help endoscopists classify the atrophic pattern of the stomach by observing the endoscopic atrophic border[22]. Second, most gastric cancers develop from *H. pylori* associated gastritis. This can occur *via* a multistep pathway of precancerous lesions — in particular, atrophic gastritis, intestinal metaplasia, and dysplasia/intraepithelial neoplasia[16]. We can use histological staging systems such as OLGA and OLGIM to make an assessment of gastric cancer risk by the severity and extent of atrophy and intestinal metaplasia[23-25]. Finally, when one detection method shows *H. pylori* negativity, but there are typical signs of *H. pylori* infection under endoscopy, another different method should be selected for confirmation in this case to avoid missed diagnosis.

**What is AI?**

Physicians and endoscopists may be confused about the precise concept of AI, machine learning (ML), and DL. AI is a macro concept with many branches (*e.g.*, Planning and Scheduling, Expert Systems, Multi-Agent Systems, and Evolutionary Computation). In general, there are three approaches to AI: Symbolism (rule based, such as IBM Watson), connectionism (network and connection based, such as DL), and Bayesian (based on the Bayesian theorem)[26]. In AI, computers can imitate humans and display intelligence similar to that of humans.

ML is a subset of AI, which is a method to realize AI. ML is defined as a set of methods that automatically detect patterns in data, and then utilize the uncovered patterns to predict future data or enable decision making under uncertain conditions[27]. ML is approximately divided into supervised and unsupervised methods. Unsupervised learning occurs when the purpose is to identify groups within data according to commonalities, with no *a priori* knowledge of the number of groups or their significance. Supervised learning occurs when training data contain individuals represented as input–output pairs. Input comprises individual descriptors while output comprises outcomes of interest to be predicted — either a class for classification tasks or a numerical value for regression tasks. Then, the supervised ML algorithm learns predictive models that whereafter allow to map new inputs to outputs[28]. The most basic practice of ML [*e.g.*, support vector machine (SVM), random forest, and Gaussian mixture models] is to use algorithms to parse data so as to learn from them, and then make decisions and predictions about events in the real world. Today's ML has made great achievements in computer vision and other fields; however, it has its limitations, requiring a certain amount of manual instruction in the process. The image recognition rate of ML is enough to realize commercialization, but it is still very low in certain fields, which is why image recognition skills are still not as good as human capabilities[29].

DL [*e.g.*, artificial neural network, deep neural network (DNN), convolutional neural network (CNN), and recurrent neural network] is a process in which the computer collects, analyzes, and processes the required data quickly while performing certain tasks, without having to accept the formal data, which is a technique to achieve ML. DL has the characteristics of autonomous learning; once the training data set is provided, the program can extract the key features and quantities by using back-propagation algorithm and changing the internal parameters of each neural network layer, without human instructions[30]. Compared with the conventional hand-crafted algorithm, the recently developed DL algorithm can automatically extract and learn the discriminative features of images, and then classify these images[31]. DL has the potential to automatically detect lesions, classify lesions, prompt differential diagnosis, and write preliminary medical reports, which will be realized in the near future.

CNN is a DNN based on the principle that the visual cortex of the human brain processes and recognizes images, which is now the most popular network architecture for DL for images[29]. CNN uses the multiple network layers (consecutive convolutional layers followed by pooling layers) to extract the key features from an image and provide a final classification through the fully connected layers as the output[30]. Compared to other DL structures, CNN is a prevalent method for image recognition because of its excellent performance in both video and audio applications. For example, CNN performs best in image classification in large image repositories such as ImageNet[32]. Additionally, CNN is easier to train than other DL techniques and has the advantage of using fewer parameters.

In recent years, AI has flourished in the field of gastroenterology, with applications throughout the digestive tract, especially in image recognition and classification. van der Sommen *et al*[33] reported an automated computer algorithm for the detection of early neoplasia in Barrett's esophagus based on 100 images from 44 patients with Barrett's esophagus. At per-image level, the sensitivity and specificity of the algorithm were both 0.83, and at the patient level, 0.86 and 0.87, respectively. Everson *et al*[34] trained a CNN to classify intrapapillary capillary loops for the real time prediction of early squamous cell cancer of the esophagus, demonstrating strong diagnostic performance with a sensitivity of 93.7% and accuracy of 91.7%, which is comparable to an expert panel of endoscopists. Xu *et al*[35] established a deep CNN system to detect gastric precancerous conditions (including gastric atrophy and intestinal metaplasia) by image-enhanced endoscopy (IEE). In the internal test set, the multicenter external test set, and the prospective video test set, the diagnostic accuracy for gastric atrophy was 0.901, 0.864, and 0.878, and that of intestinal metaplasia was 0.908, 0.859, and 0.898, respectively. To assist endoscopists in distinguishing early gastric cancer, Kanesaka *et al*[36] studied a computer-aided diagnosis (CAD) system utilizing SVM technology to facilitate the use of magnifying narrow band imaging (NBI), which revealed an accuracy of 96.3%, sensitivity of 96.7%, and specificity of 95%. Since capsule endoscopic image viewing and diagnosis is an extremely time-consuming process, Park *et al*[37] developed an AI-assisted reading model based on the Inception-Resnet-V2 model to identify different types of lesions and evaluate the clinical significance of this model. The results showed that the model not only helped the operator to improve the lesion detection rates, but also reduced the reading time. Urban *et al*[38] constructed a deep CNN model, including 8641 images from 2000 patients, to locate and identify colorectal polyps, which revealed an area under the receiver operating characteristic curve of 0.991 and accuracy of 96.4%. Also, several studies have proved the feasibility and prospect of AI-assisted endoscopy in the diagnosis of *H. pylori* infection.

**AI-assisted endoscopic diagnosis of *H. pylori* infection**

As early as 2004, Huang *et al*[39] independently developed a CAD model based on a refined feature selection with neural network (RFSNN) technique which is planned for predicting *H. pylori*-related gastric histological features. A total of 104 dyspeptic patients were enrolled in this study and all subjects were prospectively evaluated by endoscopy and gastric biopsy. The authors used endoscopic images and histological features of 30 patients (15 with and 15 without *H. pylori* infection) to train the RFSNN model, and then used image parameters of the remaining 74 patients to construct a predictive model of *H. pylori* infection. At the same time, six endoscopic physicians (three novices and three skilled seniors) were invited to predict the histological features of the gastric antrum from endoscopic images. The results showed that the sensitivity and specificity for detecting *H. pylori* infection were 85.4% and 90.9%, respectively, when the RFSNN model included images of the same patient's antrum, body, and cardia for analysis. Together, the accuracy of the six endoscopists in predicting *H. pylori* infection was 67.5%, 64.8%, 72.9%, 74.3%, 79.7%, and 81.1%, respectively (the first three were novices and the second three were skilled elderly). Obviously, the accuracy of RFSNN model in predicting *H. pylori* infection by the antrum images was 85.1% higher than that of endoscopists. Notably, the prediction system has a high sensitivity and specificity in the diagnosis of atrophy and intestinal metaplasia, which was also superior to that of endoscopists. This RFSNN system provides real-time and comprehensive information about the stomach during endoscopy and has the potential to overcome the shortcomings of the localized biopsy. For various reasons, white-light endoscopy was used throughout the study, instead of IEE, which is more conducive to the diagnosis of *H. pylori* infection. As an early study of AI in diagnosing *H. pylori* infection, this paper provides reference data and innovative ideas for subsequent studies.

In 2008, Huang *et al*[40] conducted a further study in the field of AI-assisted endoscopy in the diagnosis of *H. pylori* infection. They designed a CAD system combining SVM and sequential forward floating selection (SFFS) to diagnose gastric histology of *H. pylori* using the features of white-light endoscopic images. This study aimed to use SFFS to select the most suitable feature to describe the relationship between histology and a large number of candidate image features, and then use SVM for classification. A total of 236 dyspepsia patients were enrolled in this study, 130 of whom were defined as *H. pylori*-infected patients using histological examination as the gold standard. The results showed that the accuracy of diagnosing *H. pylori* infection was 87.8%, 87.6%, and 86.7%, respectively, when the SVM with SFFS system was used to analyze the images of the antrum, body, and cardia. Compared with SVM without SFFS, the SVM with SFFS system had a higher diagnostic accuracy in most cases. This indicates that it is of great significance to use SFFS for screening before the classification of image features, which not only improves the diagnostic accuracy by excluding features with low correlation, but also reduces the time of training and testing system. Furthermore, 1000 repeated tests were carried out on the classification results, which proved the experiment reliability. In addition, the authors compared the new diagnostic system with the previous system[39] that used a neural network with feature selection to detect *H. pylori* infection, and it was shown that the new system had a higher classification rate. It is a pity that both studies classified *H. pylori* infection status only as infected and uninfected, and the authors did not consider cases where the infection disappeared or was eradicated with drugs.

In 2017, Shichijo *et al*[41] developed two deep CNN systems, one based on 32208 unclassified images either positive or negative for *H. pylori* (as a development data set) and the other based on images classified according to eight anatomical locations (cardia, upper body, middle body, lesser curvature, angle, lower body, antrum, and pylorus). Then, the test data set included a total of 11481 images from 397 patients (72 *H. pylori* positive and 325 negative). Patients who tested positive on any of these assays (including blood or urine anti-*H. pylori* immunoglobulin (Ig) G levels, fecal antigen test, or urease breath test) were classified as *H. pylori* positive. To compare the diagnostic performance of the two CNNs, 23 endoscopists were invited to evaluate the test data sets, together. According to their experience, the endoscopists were divided into three groups: "Certified group," "relatively experienced group," and "beginner group". The test results showed that for the first CNN constructed with unclassified images, the area under the receiver operating curve (ROC) curve (AUC) was 0.89 at a cut off value of 0.43. The sensitivity, specificity, accuracy, and diagnostic time of the first CNN were 81.9%, 83.4%, 83.1% and 3.3 min, respectively. These values for the secondary CNN were 88.9%, 87.4%, 87.7%, and 3.2 min, respectively, and the AUC was 0.93 at a cutoff value of 0.34. Furthermore, these values for the overall endoscopists were 79.0%, 83.2%, 82.4%, and 230.1 min, respectively. After statistical analysis, there was no difference in sensitivity, specificity, or accuracy between the first CNN and the 23 endoscopists in the diagnosis of *H. pylori* infection. However, the secondary CNN which was constructed with categorized images according to the location of the stomach was found to have a significantly higher accuracy than the endoscopists (by 5.3%; 95%CI: 0.3-10.2). Besides, the board-certified group was found to have a significantly higher specificity (89.3% *vs* 76.3%, *P* < 0.001) and accuracy (88.6% *vs* 75.6%, *P* < 0.001) than the beginner group. Similarly, a significant difference was observed between the relatively experienced group and the beginner group. In brief, the diagnostic ability of the second CNN is almost as good as that of a skilled endoscopist. In terms of diagnosis time, CNN even completely surpassed the endoscopists. However, still images were adopted to construct CNN algorithm in this study, and whether real-time diagnosis could be realized based on dynamic images remains to be researched.

One weakness of this study was that it did not include the situation after the eradication of *H. pylori*. To address this issue, the authors soon conducted a new study to further elaborate on the role of AI in assessing *H. pylori* infection status. A deep CNN which was constructed by Shichijo *et al*[42] in 2019 was pre-trained and fine-tuned on a dataset of 98564 endoscopic images from 5236 patients (742 *H. pylori*-positive, 3649 *H. pylori*-negative, and 845 *H. pylori*-eradicated). As in the previous study, this AI-based diagnostic system was developed using classified images following eight regions of the stomach (cardia, upper body, middle body, lesser curvature, angle, lower body, antrum, and pylorus). An independent test data set including a total of 23699 images from 847 patients (70 *H. pylori* positive, 493 *H. pylori*-negative, and 284 *H. pylori*-eradicated) was prepared to evaluate the diagnostic accuracy of the constructed CNN. According to the statistical analysis, the proportions of accurate diagnoses were 80% (465/582) for negative, 84% (147/174) for eradicated, and 48% (44/91) for positive. The performance of this diagnostic system is comparable to that of skilled endoscopists who, in one study, diagnosed these statuses in 88.9%, 55.8%, and 62.1% of cases, respectively[43]. Subsequently, the authors assessed the diagnostic ability of CNN for distinguishing *H. pylori* positive from eradicated (excluding *H. pylori* negative patients). Among 70 positive patients, the CNN diagnosed correctly as positive in 46 (66%), while out of 284 eradicated patients, the CNN diagnosed correctly as eradicated in 243 (86%). Nevertheless, this study did not take into account the time after *H. pylori* eradication, but the histological features of atrophic gastritis may disappear a few years after eradication[44]. Then, endoscopic features also change possibly in the diagnosis.

In 2019, Zheng *et al*[45] designed a novel computer-aided decision support system combined with a CNN model (ResNet-50, a state-of-the-art CNN consisting of 50 Layers). This system was expected to be used to retrospectively evaluate *H. pylori* infection based on white-light images (WLI) of the stomach. Totally 1507 patients (11729 gastric images) including 847 with *H. pylori* infection as the derivation cohort were used to train the algorithm. The authors created three DL models: (1) Single gastric image for all gastric images; (2) Single gastric image by different gastric locations (fundus, corpus, angularis, and antrum); and (3) Mmultiple gastric images for the same patient. Afterwards, 452 patients (3755 images) including 310 with *H. pylori* infection as the validation cohort were used to evaluate the diagnostic accuracy CNN for the evaluation of *H. pylori* infection. The evaluation results showed that for a single gastric image, the AUC, sensitivity, specificity, and accuracy were 0.93, 81.4%, 90.1%, and 84.5%, respectively. When evaluating a single gastric image by different anatomical locations, the AUCs from high to low were 0.94 (corpus), 0.91 (angularis), 0.90 (antrum), and 0.82 (fundus). According to statistical analysis, the CNN model using a single corpus image had the highest AUC (*P* < 0.01) compared with the antrum or fundus. More importantly, when multiple stomach images per patient were applied to the CNN model, the AUC, sensitivity, specificity, and accuracy were as high as 0.97, 91.6%, 98.6% and 93.8%, respectively. Consequently, the CNN model using multiple gastric images had a higher AUC compared with a single gastric image (*P* < 0.001) or body gastric image (*P* < 0.001). When selecting endoscopic images to be included in this study, images of poor quality (*i.e.*, blurred images, excessive mucus, food residue, bleeding, and/or insufficient air insufflation) were excluded, which however could not be avoided in the actual operation of endoscopy. Therefore, the CNN's ability to recognize low-quality images needs to be further exploited.

In 2020, Yoshii *et al*[19] established a prediction model based on an ML procedure to prospectively evaluate *H. pylori* infection status (non-infection, past infection, and current infection) and compared it with general assessment by seven well-experienced endoscopists using the Kyoto classification of gastritis. The study recruited a total of 498 subjects (315 non-infection, 104 past infection, and 79 current infection) and the gold standard for determining the *H. pylori* infection status was the history of eradication therapy and the presence of *H. pylori* IgG antibody. The results showed that the overall diagnostic accuracy rate of the seven endoscopists was 82.9%. The diagnostic accuracy of the prediction model without *H. pylori* eradication history was 88.6% and with eradication history was 93.4%. Obviously, the results improved in the model with eradication history. There was no significant difference in diagnostic accuracy between the predictive model and skilled endoscopists. One of the limitations of this study was that only one test method was used to evaluate current status of *H. pylori* infection. In addition, urea breath test or fecal antigen test would evaluate current situation of *H. pylori* infection more surpassingly than that of *H. pylori* IgG antibody levels, especially in patients with an *H. pylori* antibody titer of 3-10 U/mL.

All of the above studies used WLI to build the CAD systems based on AI technology. Besides, some reports have shown the potential of image-enhanced endoscopies (IEEs) in diagnoses of *H. pylori* infection, such as blue laser imaging (BLI), linked color imaging (LCI), and NBI[46-48]. In 2018, Nakashima *et al*[49] built an AI diagnostic system based on a deep CNN algorithm for prospective diagnosis of *H. pylori* infection. A total of 222 subjects (105 *H. pylori*-positive) were recruited and received esophagogastroduodenoscopy and a serum test for *H. pylori* IgG antibodies. A serum *H. pylori* IgG antibody titer ≥ 10 U/mL was considered positive for *H. pylori* infection, while a titer < 3.0 U/mL was considered negative. In addition, subjects with serum *H. pylori* IgG antibody titers between 3.0 and 9.9 U/mL were excluded. In this study, 162 subjects (1944 images) including 75 with *H. pylori* infection were enrolled as a training group for AI training. For the remaining 60 subjects (30 *H. pylori*-positive and 30 *H. pylori*-negative), one WLI, one BLI-bright, and one LCI image of the lesser curvature of the gastric body were collected as a test group to evaluate the diagnostic performance of AI. According to statistical analysis, the AUC, sensitivity, and specificity for WLI were 0.66, 66.7%, and 60.0%, respectively. These indicators were 0.96, 96.7%, and 86.7% for BLI-bright, and 0.95, 96.7%, and 83.3% for LCI, respectively. The AUCs obtained for BLI-bright and LCI were markedly larger than that for WLI (*P* < 0.01). Obviously, this new AI diagnostic system was efficiently adapted to those laser IEEs rather than WLI; hence, it demonstrated an excellent ability to diagnose *H. pylori* infection using the IEEs. It is a pity that patients with a history of *H. pylori* eradication therapy were not included in this study, because this AI system is only an elementary tool and cannot fully evaluate the complex features of the stomach.

In 2020, Yasuda *et al*[21] constructed an automatic diagnosis system based on the SVM algorithm for *H. pylori* infection using LCI images. The authors expected to use this system to retrospectively diagnose *H. pylori* infection and compared its accuracy with that of endoscopists. In this study, endoscopic images of 32 patients (128 images in total) were included as training data, and four images were collected from each patient from the lesser (angle-lower body and middle-upper body) and greater (angle-lower body and middle-upper body) curvature. The diagnosis of *H. pylori* infection was based on more than two different tests: A histological examination, a serum antibody test, a stool antigen test, and/or a 13C-urea breath test. Regarding *H. pylori* infection of the subjects, 14 cases were *H. pylori* positive and 18 were negative. The authors used 525 LCI images from 105 patients (42 *H. pylori* infected, 46 post-eradication, and 17 uninfected) collected from the lesser (angle-lower body and middle-upper body) and greater (angle-lower body and middle-upper body) curvature and the fornix to evaluate the diagnostic capabilities of the system. It was worth noting that for the *H. pylori* post-eradicated subjects, more than 1 year (average of 5.6 years) had passed since *H. pylori* was successfully eradicated after undergoing endoscopy. At the same time, three doctors with different experiences (A, an expert involved in the development of LCI; B, a gastroenterology specialist; and C, a senior resident) also evaluated the same LCI images. The results showed that the accuracy of the AI system, A, B, and C in the diagnosis of *H. pylori* infection was 87.6%, 90.5%, 89.5%, and 86.7%, respectively. Accuracy of the AI system was higher than that of the inexperienced doctor (doctor C), but there was no significant difference between the diagnosis of the doctors and the AI system (*P* > 0.05). According to the sub-analysis of the patients divided with respect to state of *H. pylori* infection, the accuracy of the AI system, doctors A, B ,and C in the diagnosis of *H. pylori* post-eradication were 82.6%, 87.0%, 89.1%, and 76.1%, respectively. According to the sub-analysis of AI diagnosis for each image of stomach area, accuracy of the lesser curvature of the middle-upper body (88.6%) was significantly higher than that of the fornix (69.5%) and the greater curvature of the middle-upper body (73.3%). However, due to the small number of samples included in this study, there may be a risk of large sampling error.

**Limitations and future direction**

The above studies show to a great extent that the application of AI in endoscopic diagnosis of *H. pylori* infection is practical, feasible, and promising. The detailed information of these studies is shown in Table 1. Compared with the manual identification and diagnosis by endoscopists, the CAD system based on AI technology has many irreplaceable advantages: (1) High accuracy: According to the current studies, AI is better than novice endoscopists in the diagnosis of *H. pylori* infection in terms of sensitivity, specificity, and accuracy, and is almost comparable to skilled endoscopists; (2) High efficiency: Thanks to today's highly developed computers, AI can classify thousands of endoscopic images in minutes, which can take a great deal of time and energy on the part of endoscopists. At the same time, the efficient image recognition lays a foundation for the real-time diagnosis of *H. pylori* infection under endoscopy; (3) High quality control: Some studies have found that adenoma detection rate decreases gradually with the extension of the working hours of endoscopists. This also suggests that endoscopist fatigue may lead to a decrease in the effectiveness of screening colonoscopy[50,51]. However, the CAD system based on AI technology is not disturbed by external factors and provides excellent quality control; (4) High objectivity: As we all know, it is completely subjective for endoscopists to judge *H. pylori* infection by observing the features of the gastric mucosa under endoscopy. Although the decision-making power is still in the hands of endoscopists, AI assisted endoscopy can help to provide an objective second opinion as a reference[52]; and (5) High-effect teaching: AI is capable of undertaking the teaching work of skilled endoscopists, and provides novices with more accessible, convenient, and objective guidance.

However, the application of AI in endoscopic diagnosis of *H. pylori* infection is still in the preliminary research stage at present, which has many limitations to be overcome. It is promising to put this technology into real clinical practice, but much research and further refinement are needed before that can happen. First of all, all of the above studies are single-center studies and most of them only used images from a single endoscopic device. Different images at different endoscopy centers may not guarantee compatibility and extensibility of the CAD system developed by the researchers and limit the generalization of the results. Next, so far, most of the studies have adopted a retrospective method which could be subject to considerable selection bias. As it is, images of high quality or with distinct features of *H. pylori* infection may be preferred for inclusion in studies, which probably lead to exaggerated diagnostic performance of AI and overestimation of the accuracy.

In addition, researchers and endoscopists need to be aware of potential pitfalls and biases in AI research, such as overfitting, spectrum bias, data snooping bias, straw man bias, and P-hacking bias, which can be reduced or eliminated through rigorous research design and appropriate methods[53]. Overfitting occurs when the AI algorithm modulates itself too much on the training dataset and the developed prediction system does not generalize well to new datasets. The translation, rotation, scaling, and clipping of the original endoscopic images to enlarge datasets may be one of the causes of overfitting. Spectrum bias occurs when the training dataset does not adequately represent the range of patients who will be applied in clinical practice (target population)[54]. External validation using independent datasets for model development, collected in a way that minimizes the spectrum bias, is necessary to prove the real performance of an AI algorithm and is important in the verification of any diagnostic or predictive model[55,56]. It is a pity that there is no study that utilized external validation for the performance of an established AI system in this review. It is worth noting that AI has one unavoidable disadvantage that needs to be addressed: “Black box” nature (lack of interpretability), which means that AI technology cannot explain the decision-making processes. But precise interpretability, which can provide diagnostic evidence, assist reduce bias, and build social acceptance, is extremely important in clinical practice. Some methods, such as class activation map, can supplement the “black box” features, hoping to be applied to future research[57].

Besides, some studies only divided *H. pylori* infection status into infected and uninfected, without considering *H. pylori* post-eradication, which is not in line with the clinical reality. Some studies only used single diagnostic method as the gold standard to judge *H. pylori* infection, which will lead to a great loss of diagnostic accuracy. Some studies included a small quantity of subjects and images, which may cause large errors and affect the credibility of the conclusions. IEE has great potential to improve the diagnosis rate of *H. pylori* infection, but there are few studies on the construction of CAD system based on AI using IEE images. What's more, all of the studies in this review were conducted in Asia, and racial difference cannot be avoided.

Finally, before any new technology is introduced into medical practice, ethical problems cannot be avoided and need to be properly solved, including AI technology. AI is not perfect, making no perfect predictions. If a CAD system based on AI technology misdiagnoses or misses diagnoses, who will be held accountable — the endoscopist, medical institution, or manufacturer? What is the attitude of endoscopists towards the results of AI diagnosis? Question and reject the AI, learn from it, or accept the diagnosis indiscriminately? In the era of AI, how to build a harmonious doctor-patient relationship?

Anyway, in the future, we should expect a “perfect study”, a multicenter, large sample, generalized, and prospective study, which has strict inclusion/exclusion criteria, a suitable gold standard for diagnosis and external validation of third-party independent datasets, using high quality datasets to establish a high diagnostic accuracy, and the stability of the CAD system based on AI technology to judge the *H. pylori* infection status. More importantly, ethical principles and laws and regulations related to AI technology need to be improved to protect everyone's legitimate interests. However, it should be pointed out that AI will not completely replace physicians, but will increase diagnostic accuracy, improve diagnostic efficiency, and reduce the burden on physicians. Health care workers need to consider patients’ preferences, environment, and ethics before making decisions, which AI cannot replace[58].

**CONCLUSION**

The era of AI is coming, with both opportunities and challenges. AI is undoubtedly a greatly excellent assistant, which can help endoscopists to evaluate *H. pylori* infection status more quickly, accurately and easily under the endoscope. At the same time, there are some issues as well as ethical considerations that need to be addressed before AI is applied in clinical practice.
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**Table 1 Characteristics of current studies about AI-assisted endoscopic diagnosis of *Helicobacter pylori* infection**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Ref.** | **Type of AI** | **Type of endoscopy** | **Training set** | **Validation set** | **AUC** | **Sensitivity (%)** | **Specificity (%)** | **Accuracy (%)** |
| Huang *et al*[39], 2004 | RFSNN | WLI | 30 patients | 74 patients | NA | 85.4 | 90.9 | NA |
| Huang *et al*[40], 2008 | SVM with SFFS | WLI | 236 patients | 236 patients | NA | 82.6 (antrum); 89.1 (body); 100 (cardia) | 94.0 (antrum); 85.8 (body); 72.0 (cardia) | 87.8 (antrum); 87.6 (body); 86.7 (cardia) |
| SVM without SFFS | WLI | 236 patients | 236 patients | NA | 98.5 (antrum); 98.7 (body); 99.1 (cardia) | 70.8 (antrum); 71.5 (body); 70.3 (cardia) | 86.3 (antrum); 86.4 (body); 86.0 (cardia) |
| Shichijo *et al*[41], 2017 | CNN (first) | WLI | 1750 patients, 32208 images | 397 patients, 11481 images | 0.89 | 81.9 | 83.4 | 83.1 |
| CNN (second, constructed according to anatomical locations) | WLI | 1750 patients, 32208 images | 397 patients, 11481 images | 0.93 | 88.9 | 87.4 | 87.7 |
| Shichijo *et al*[42], 2019 | CNN | WLI | 5236 patients, 98564 images | 847 patients, 23699 images | NA | NA | NA | 48 (*H. pylori-*positive); 84 (*H. pylori-*eradicated); 80 (*H. pylori-*negative) |
| Zheng *et al*[45], 2019 | CNN (first, single image for all image) | WLI | 1507 patients, 76146 images | 452 patients, 3755 images | 0.93 | 81.4 | 90.1 | 84.5 |
| CNN (second, single image by different locations) | WLI | 1507 patients, 76146 images | 452 patients, 3755 images | 0.90 (antrum); 0.91 (angularis); 0.94 (corpus); 0.82 (fundus) | 76.1 (antrum); 78.8 (angularis); 81.6 (corpus); 72.4 (fundus) | 88.5 (antrum); 90.5 (angularis); 92.1 (corpus); 80.5 (fundus) | 80.3 (antrum); 82.8 (angularis); 85.6 (corpus); 75.3 (fundus) |
|  | CNN (third, multiple images per patient) | WLI | 1507 patients, 76146 images | 452 patients, 3755 images | 0.97 | 91.6 | 98.6 | 93.8 |
| Yoshii *et al*[19], 2020 | ML (model without*H. pylori* eradication history) | WLI | NA | 498 patients | NA | 91.6 (non-infection); 75.0 (past infection); 59.5 (current infection) | 88.6 (non-infection); 89.9 (past infection); 94.7 (current infection) | 88.6 |
|  | ML (model with *H. pylori* eradication history) | WLI | NA | 498 patients | NA | 94.0 (non-infection); 94.0 (past infection); 88.1 (current infection) | 93.4 (non-infection); 100.0 (past infection); 94.7 (current infection) | 93.4 |
| Nakashima *et al*[49], 2018 | CNN | WLI | 162 patients, 1944 images | 60 patients, 60 images | 0.66 | 66.7 | 60.0 | NA |
|  | CNN | BLI-bright | 162 patients, 1944 images | 60 patients, 60 images | 0.96 | 96.7 | 86.7 | NA |
|  | CNN | LCI | 162 patients, 1944 images | 60 patients, 60 images | 0.95 | 96.7 | 83.3 | NA |
| Yasuda *et al*[21], 2020 | SVM | LCI | 32 patients, 128 images | 105 patients, 525 images | NA | 90.4 | 85.7 | 87.6% |

AI: Artificial intelligence; AUC: Area under curve; BLI: Blue laser imaging; CNN: Convolutional neural network; *H. pylori*: *Helicobacter pylori*; LCI: Linked color imaging; ML: Machine learning; NA: Not applicable; RFSNN: Refined feature selection with neural network; SFFS: Sequential forward floating selection; SVM: Support vector machine; WLI: White-light imaging.
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