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**Abstract**

BACKGROUND

Risk stratification tools exist for patients presenting with chest pain to the emergency room and have achieved the recommended negative predictive value (NPV) of 99%. However, due to low positive predictive value (PPV), current stratification tools result in unwarranted investigations such as serial laboratory tests and cardiac stress tests (CSTs).

AIM

To create a machine learning model (MLM) for risk stratification of chest pain with a better PPV.

METHODS

This retrospective cohort study used de-identified hospital data from January 2016 until November 2021. Inclusion criteria were patients aged > 21 years who presented to the ER, had at least two serum troponins measured, were subsequently admitted to the hospital, and had a CST within 4 d of presentation. Exclusion criteria were elevated troponin value (> 0.05 ng/mL) and missing values for body mass index. The primary outcome was abnormal CST. Demographics, coronary artery disease (CAD) history, hypertension, hyperlipidemia, diabetes mellitus, chronic kidney disease, obesity, and smoking were evaluated as potential risk factors for abnormal CST. Patients were also categorized into a high-risk group (CAD history or more than two risk factors) and a low-risk group (all other patients) for comparison. Bivariate analysis was performed using a *χ2* test or Fisher’s exact test. Age was compared by *t* test. Binomial regression (BR), random forest, and XGBoost MLMs were used for prediction. Bootstrapping was used for the internal validation of prediction models. BR was also used for inference. Alpha criterion was set at 0.05 for all statistical tests. R software was used for statistical analysis.

RESULTS

The final cohort of the study included 2328 patients, of which 245 (10.52%) patients had abnormal CST. When adjusted for covariates in the BR model, male sex [risk ratio (RR) = 1.52, 95% confidence interval (CI): 1.2-1.94, *P* < 0.001)], CAD history (RR = 4.46, 95%CI: 3.08-6.72, *P* < 0.001), and hyperlipidemia (RR = 3.87, 95%CI: 2.12-8.12, *P* < 0.001) remained statistically significant. Incidence of abnormal CST was 12.2% in the high-risk group and 2.3% in the low-risk group (RR = 5.31, 95%CI: 2.75-10.24, *P* < 0.001). The XGBoost model had the best PPV of 24.33%, with an NPV of 91.34% for abnormal CST.

CONCLUSION

The XGBoost MLM achieved a PPV of 24.33% for an abnormal CST, which is better than current stratification tools (13.00%-17.50%). This highlights the beneficial potential of MLMs in clinical decision-making.
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**Core Tip:** For patients with chest pain, current stratification tools result in unwarranted investigations due to low (13.0%-17.5%) positive predictive values (PPVs). This retrospective cohort study aimed to create a machine learning model (MLM) for risk stratification of patients with chest pain with a better PPV. Demographics, coronary artery disease history, hypertension, hyperlipidemia, diabetes mellitus, chronic kidney disease, obesity, and smoking were the covariates. The XGBoost MLM achieved a PPV of 24.33% for an abnormal cardiac stress test, which is better than current stratification tools. This model highlights the potential use of MLMs in clinical decision-making.

**INTRODUCTION**

The annual cost of cardiovascular disease and stroke has been estimated to be more than $200 billion in the United States[1]. Chest pain, in particular, led to over 40 million hospital visits from 2006-2016 and had an associated cost of $6.2 billion from 2014-2016[2]. For each hospital admission, the average cost has been reported to be $11700 per patient in the United States[3]. This cost represents a significant burden on the patients and the healthcare system and emphasizes the need for a better stratification tool to safely identify patients who present with chest pain for early discharge without unnecessary testing.

Patients who present with chest pain are considered to be low risk if their probability of a major adverse cardiac event is < 1%, according to clinical practice guidelines of the American College of Cardiology and American Heart Association[4]. The two most widely used stratification tools that calculate the probability of major adverse cardiac event include the history, electrocardiogram (ECG), age, risk factors, and initial troponin pathway accelerated diagnostic protocol (HEART pathway-ADP) and the emergency department assessment of chest pain score (EDACS)-ADP[5-8]. The HEART pathway-ADP and EDACS-ADP have demonstrated excellent sensitivity and a negative predictive value (NPV) of 99%, as recommended by the American College of Cardiology and the American Heart Association[5-8]. However, both the HEART pathway-ADP and EDACS-ADP have low positive predictive values (PPVs) of 13.0% and 17.5%, respectively[7,9]. This low PPV leads to unnecessary additional testing, such as serial laboratory tests and cardiac stress tests (CSTs). Furthermore, the main focus of these two stratification tools has been the 30-d outcome of acute myocardial infarction (AMI) and all-cause mortality.

Many medical devices are already using artificial intelligence and machine learning algorithms[10]. However, these domains are underutilized in clinical decision-making despite their huge potential. The National COVID Cohort Collaborative facilitated the creation of machine learning models (MLMs) for accurate prediction of coronavirus disease 2019 severity with proven efficacy[11]. The same concept of machine learning can be applied to patients who present with chest pain in the emergency room (ER), and the use of patient data points (such as demographics and risk factors) can build predictive models with better specificity and PPV.

Stewart *et* *al*[12] reported in a recent systematic review of 23 studies that MLM outperformed traditional risk stratification scores for chest pain. Although the outcome varied among the included studies, data and the specifics of the MLMs, such as hyperparameters, were not shared, which complicates replication and validation[12]. Most recently, Doudesis *et* *al*[13] published the myocardial-ischemic-injury-index (MI3) algorithm with high PPV (70.4%) and NPV (99.8%) for myocardial infarction. They have not provided the specifics of their MLM either.

The HEART pathway-ADP, the EDACS-ADP, and other recently developed MLMs include both normal and abnormal troponin levels in their stratification[7,8,12,14,15]. However, risk stratification is more challenging when the troponin level is normal. In addition, the HEART pathway-ADP and the EDACS-ADP do not address the risk of non-obstructive coronary artery disease (CAD) or the risk of AMI over an extended period of time (over a year). Lastly, recently developed MLMs claim to have better stratification, but essential information about their models have not been shared, limiting the potential for reproducibility. Given these challenges to risk stratification among patients with chest pain and the need to improve patient outcomes and reduce unnecessary healthcare costs, we hypothesized that an MLM could be created to better predict abnormal CST among patients who present with chest pain and have normal troponin values. CST can identify wide spectrum of CAD, including non-obstructive CAD, and it provides risk assessment for 1 year rather than just 30 d. Due to the current enhanced computing capabilities, MLMs have the potential to achieve better PPV and lower false-positive rates, which can reduce unnecessary testing. MLMs can gain the reproducibility needed to build trust through data sharing and transparency, which can further improve risk stratification and deliver the most cost-effective healthcare.

This study aimed to create an MLM that can use patient characteristics to provide risk stratification for further clinical intervention for patients who present with chest pain and have normal troponin values. The hypothesis of this study was that patient characteristics can be used to create MLMs for risk stratification for patients who present to the ER with chest pain and have normal troponin values with a PPV of 25% or more and an NPV of at least 99%.

**MATERIALS AND METHODS**

***Study design***

This study used a retrospective cohort design involving de-identified data available in the i2b2 common data model repository of the University of Kansas Medical Center. Database queries for patients observed in the health system between January of 2016 and November of 2021 were conducted using Healthcare Enterprise Repository for Ontological Narration, a search discovery tool that allows cohort building for observational research using de-identified data[16,17]. Institutional Review Board approval was not required because the data was de-identified. Identification and/or definitions of computable phenotypes used in this study are provided in the Supplementary material.

***Selection criteria***

**Inclusion criteria:** All patients aged 21 years or older who presented to the ER, had their first troponin test carried out within the first 6 h of arrival to the ER and at least one troponin test completed after 6 h, were subsequently admitted to the hospital, and had a nuclear CST carried out within 4 d of presentation to the ER were included in the study.

**Exclusion criteria:** Patients with elevated troponin levels (> 0.05 ng/mL) and those with missing body mass index values were excluded. Patients with elevated troponin levels are considered high risk, and hospital admission with further clinical intervention is more appropriate for this class of patients. Without body mass index data, obesity could not be defined as one of the risk factors/covariates in this study.

***Risk stratification***

CAD history, diabetes mellitus, hypertension, hyperlipidemia, chronic kidney disease, obesity, and smoking history were the risk factors included in this study. For comparison, patients included in the final cohort were also categorized into a high-risk group (CAD history or > 2 risk factors) and a low-risk group (no prior CAD history and ≤ 2 risk factors).

***Encounters***

Only the first encounter was included in the study for patients with more than one ER encounter that met the above inclusion and exclusion criteria.

***Outcome***

The outcome of the study was the incidence of abnormal CST. Abnormal CST was defined as CST followed by cardiac catheterization and/or coronary artery bypass graft within 30 d. Cardiac catheterization and coronary artery bypass graft were used as a surrogate to identify abnormal CST in this study.

***Statistical analysis***

**Bivariate analysis:** Except for age, the association between the incidence of abnormal CST and sex, race, and risk factors was assessed by *χ2* test or Fisher’s exact test. High-risk and low-risk groups were also compared using a *χ2* test, and the risk ratio was calculated. Age was compared by *t* test. Alpha criterion was set at 0.05.

**Binomial regression:** Binomial regression (BR) was used to adjust for confounding factors and infer the degree of association between the risk factors and the outcome. All BR assumptions were assessed, including assumptions of no multi-collinearity and no outliers. To ensure model adequacy, Hosmer-Lemeshow goodness-of-fit test was also performed. Alpha criterion both for BR as well as Hosmer-Lemeshow goodness-of-fit test was set at 0.05.

**MLMs:** BR was also used for prediction, and it used the same predictor variables as for inference. Besides BR, the random forest and XGBoost MLMs were also used. In the random forest MLM, proximity and importance were set as “True”. In order to minimize overfitting, the number of trees was set at 25 in training and testing. In the XGBoost MLM, hyperparameters were set as: Booster = “gbtree”; objective = “binary:logistic”; eval\_metric = “auc”; eta = 0.1; max.depth = 10; gamma = 0; min\_child\_weight = 1; and colsample\_bytree = 1. In order to minimize overfitting, 25 rounds were used in the XGBoost MLM.

Bootstrapping with replacement was used for internal validation of all the above models. Data were randomly split into training (75%) and testing (25%) during each iteration of bootstrapping. The model with training data was first fitted, and then testing data were applied to assess internal validation during each iteration of bootstrapping. Finally, the results were averaged. In order to produce more precise estimates, 500 iterations were used in bootstrapping for all models, and 95% confidence intervals (CIs) were created. Prediction cutoff values were calibrated manually, and the value with the best metrics (sensitivity, specificity, PPV, and NPV) was then selected for each model. All statistical analyses were performed using R software (version 4.1.2).

**RESULTS**

The final cohort sample included 2328 unique patients, of which 245 (10.52%) patients had abnormal CST requiring cardiac catheterization and/or coronary artery bypass graft (Figure 1). There were 196 duplicate encounters, which were removed, and only the patient’s first encounter was included in the study. The basic demographic characteristics of the patients are presented in Table 1. Male sex and Caucasian race were significantly associated with the incidence of abnormal CST.

In the bivariate analysis, obesity was not significantly associated with abnormal CST. Smoking history was significantly associated with abnormal CST, but the association was weak. As shown in Table 2, all other risk factors were significantly associated with abnormal CST. High-risk patients were found to have a risk ratio of 5.31 (95%CI: 2.75-10.24) for abnormal CST when compared to low-risk patients (Table 3).

Age, race, and obesity were removed from the final BR model because they were not statistically significant, did not have any confounding relationship with other covariates, and their contribution to the prediction was not significant. These three covariates together resulted in an increased area under the receiver operating characteristic curve (AUC) by only 1.35%. The final model met all assumptions of BR, including the assumption of no multi-collinearity and no outliers, and appeared to fit the data adequately (Hosmer-Lemeshow goodness-of-fit test, *P* = 0.9). Only male sex, CAD history, and hyperlipidemia were statistically significant when adjusted for covariates in the final BR model. Covariates that were included in the final BR model and their estimated risk ratios are shown in Table 4.

***Prediction models***

**BR:** The same covariates used for inference in the BR model were also used for prediction. These covariates included sex, CAD history, hypertension, hyperlipidemia, diabetes mellitus, chronic kidney disease, and smoking history. First, all data were used together, which yielded an AUC of 74.51% (Figure 2A). The internal validation of the BR model yielded similar results (Figure 2B). A prediction cutoff value of 0.2 provided a sensitivity of 45.06%, specificity of 80.46%, a PPV of 21.34%, and an NPV of 92.55%.

**Random forest:** In the random forest model, all covariates were included. This model showed a much better fit for all data combined (Figure 2C). During internal validation of the random forest model, the AUC dropped significantly (Figure 2D). A prediction cutoff value of 0.18 provided a sensitivity of 13.92%, specificity of 93.66%, a PPV of 20.55%, and an NPV of 90.24 % for the random forest model.

**XGBoost:** All covariates were used in the XGBoost model. It provided a better AUC for all data combined compared to BR (Figure 2E). Like the random forest model, the AUC dropped significantly during internal validation of the XGBoost model (Figure 2F). A prediction cutoff value of 0.27 was used for the XGBoost model, and it yielded a sensitivity of 30.54%, specificity of 88.51%, a PPV of 24.33%, and an NPV of 91.34%. A comparison of the three models is presented in Table 5.

**DISCUSSION**

This study found statistically significant associations between abnormal CST and several factors, including male sex, CAD history, and hyperlipidemia, among patients with chest pain who presented to the hospital, had normal troponin tests, and completed a CST. The incidence rate of abnormal CST among low-risk patients was only 2.30%, while it was 12.19% among high-risk patients. NPV for all MLMs in this study did not reach the recommended value of 99%. However, the XGBoost MLM in this study provided a much better PPV of 24.33%.

Both the HEART pathway-ADP and EDACS-ADP have excellent sensitivity and NPV (99%), but the PPV (13.0% and 17.5%, respectively) is considerably low. This likely leads to unnecessary clinical intervention[7,8]. Despite the retrospective nature and limited explanatory variables in modeling in this study, the XGBoost MLM resulted in an increased PPV (24.33%). Patients who had CAD with the need for revascularization and who did not follow up within 30 d could not be identified in the HEART pathway-ADP and EDACS-ADP studies. Likewise, further clinical intervention was not completed for low-risk patients, who were subsequently discharged in the HEART pathway-ADP and EDACS-ADP studies. Therefore, no objective data exists to suggest that those discharged patients did not have CAD (such as non-obstructive CAD). Nevertheless, in our study, nuclear CST was part of the inclusion criteria to ensure there was objective data on CAD for all patients. Therefore, the inclusion criteria were stricter for our study.

In the HEART pathway-ADP and EDACS-ADP, ECG and all troponin tests (normal and abnormal) were predictor variables[7,8]. If a patient has elevated troponin values, then the resulting clinical decision is to recommend further clinical intervention the majority of the time. However, it is challenging to identify patients who have normal troponin values and need further clinical intervention. This study undertook the challenge of including only patients with normal troponin values, which is another reason that the selection criteria for this study cohort was restricted. However, it mirrors real-life clinical practice and the challenges that come with it. ECG was not included in this study and is a significant limitation. Since it was a retrospective study based on de-identified data, access to actual ECG data was not possible. Machine readings of the ECG are available. However, due to the poor PPV of machine readings for abnormal findings on ECG, machine readings were not included[18,19]. Incorporating incorrect interpretations of ECG machine readings could have resulted in erroneous results and conclusions.

There has been increased interest in using MLMs and artificial intelligence in clinical decision-making in the past 8-10 years[12,14,15]. For patients who presented with chest pain to the ER, Stewart *et* *al*[12] conducted a systematic review of 23 studies that used MLMs to stratify these patients. There is significant heterogeneity in the studies included in this systematic review with differences noted in study design, type of MLM used, selected outcomes, comparisons made, data sharing, and validation. Despite the limitations, Stewart *et* *al*[12] reported that MLMs outperformed traditional risk stratification scores. Using high-sensitivity serum troponins, Doudesis *et* *al*[13] recently developed the MI3 using gradient boosting MLM with sex, age, serial serum troponin concentrations, and the time interval between the serum troponin sampling as their parameters. This model also included both normal and abnormal troponin assays. MI3 has reported a PPV of 70.4% for myocardial infarction if the MI3 score was > 49.6 and an NPV of 99.8% if the MI3 score was < 1.6. The specifics of their gradient boosting MLM have not been shared.

Zhang *et* *al*[14] conducted a study using MLMs for chest pain stratification, which shares some similarities in methodology to our study. The retrospective arm of their study was based on data from the electronic medical records. They excluded patients who had no follow-up data and did not include ECG for technical reasons (with no further explanation). The main differences in the study by Zhang *et* *al*[14] and our study included different outcomes (30-d AMI and all-cause mortality *vs* abnormal CST, respectively), different number of explanatory variables (14 *vs* 10, respectively), troponin values (all values *vs* only normal values, respectively), and the use of different MLMs.

Zhang *et* *al*[14] reported a robust sensitivity, specificity, and PPV of 92.90%, 88.50%, and 90.80%, respectively, for the 30-d risk of AMI during internal validation[14]. They observed similar sensitivity, specificity, and PPV for 30-d risk of all-cause mortality (77.50%, 99.99%, and 90.80%, respectively)[14]. This represents one of the best models for risk stratification of patients who present to the ER with chest pain. In comparison, our study had a small sample size, used fewer explanatory variables, and included only normal troponins values, which likely led to lower predictive performance. Despite the robust performance of their MLM, Zhang *et* *al*[14] have not shared the MLM specifications in order to reproduce and externally validate their model. The heterogeneity of MLMs, lack of data sharing, and current lack of external validation are the major obstacles to widespread adoption of MLMs for risk stratification for patients presenting with chest pain.

Digitization of health records and exceptional computing power have enabled the use of artificial intelligence and MLMs in medicine. Taking advantage of these resources, our study created an MLM and is the first study to our knowledge that used an MLM for risk stratification of abnormal CST. Since abnormal CST can be used as a surrogate for the entire spectrum of CAD, this study promotes the idea that MLMs can be used to risk stratify for all CAD spectrums.

There are limitations to this study. First, ECG was not included in the study. ECG can improve both the PPV and NPV. Second, given the clear definitions of the computable phenotypes, the probability of missing a true risk factor or outcome is very low, but it is not zero. Third, we included only ten explanatory variables in this study, which is likely one of the reasons for lower NPV. Similar MLM studies with better predictive performance have incorporated 14 or more explanatory variables. Lastly, this study was a retrospective single-center study. Future studies replicating this study will strengthen the external validity of the current findings.

**CONCLUSION**

The current study achieved a better PPV for the entire spectrum of CAD (not just AMI) compared to the currently used risk stratification tools. These results highlight the potential of using MLMs in clinical decision-making. The results of this study also advanced the idea that a well-designed prospective study, which incorporates ECG and ensures proper follow-up, can achieve a much better PPV than currently used stratification tools (*i.e.,* the HEART pathway-ADP and the EDACS-ADP) while simultaneously maintaining an NPV of 99% for chest pain presentation to the ER. Data sharing and external validation of these prospective trials will be crucial to the recognition and adoption of MLMs.

**ARTICLE HIGHLIGHTS**

***Research background***

Risk stratification tools exist for patients presenting with chest pain to the emergency room and have achieved the recommended negative predictive value (NPV) of 99%. However, the current stratification tools result in unnecessary clinical interventions due to a low positive predictive value (PPV).

***Research motivation***

Healthcare costs are astronomical in the United States, including for patients who present with chest pain. These costs emphasize the need for a better stratification tool to safely identify patients who present with chest pain for early discharge without unnecessary testing.

***Research objectives***

This study aimed to create a machine learning model (MLM) for risk stratification of chest pain patients with a better PPV while maintaining an NPV of 99%.

***Research methods***

This retrospective cohort study used demographics, coronary artery disease history, hypertension, hyperlipidemia, diabetes mellitus, chronic kidney disease, obesity, and smoking as the covariates for the prediction of an abnormal cardiac stress test (CST). Binomial regression (BR), random forest, and XGBoost MLMs were used for prediction. Bootstrapping was used for the internal validation of the prediction models.

***Research results***

The XGBoost MLM had the best PPV of 24.33%, with an NPV of 91.34% for abnormal CST. The BR MLM had a PPV of 21.34% and an NPV of 92.55%. The random forest MLM had a PPV of 20.55% and an NPV of 90.24%.

***Research conclusions***

The XGBoost MLM provided a better PPV than currently used stratification tools (24.33% *vs* 13.00%-17.50%). Though the NPV from the XGBoost MLM remained lower than the recommended value of 99%, it highlights the potential use of MLMs in clinical decision-making.

***Research perspectives***

Data sharing and external validation of the MLMs will be crucial for their recognition and widespread adoption.
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**Figure Legends**



**Figure 1 Flowchart of the cohort selection.** BMI: Body mass index; CABG: Coronary artery bypass graft; ER: Emergency room.



**Figure 2** **Receiver operating characteristic curve.** A: The binomial regression (BR) model; B: The interval validation of the BR model; C: The random forest models with 25 trees and 50 trees; D: The internal validation of the random forest model; E: The XGBoost model; F: The internal validation of the XGBoost model. AUC: Area under the receiver operating characteristic curve.

**Table 1 Demographics**

|  |  |  |  |
| --- | --- | --- | --- |
| **Characteristics** | **Abnormal cardiac stress test requiring cardiac catheterization and/or CABG** | **Degree of association (95%CI)** | ***P* value** |
| **Yes, *n* = 245** | **No, *n* = 2083** |
| Age, mean ± SD | 63.02 ± 11.67 | 61.99 ± 12.46 | Mean different: 1.03 (-0.53, 2.59) | 0.200 |
| Sex male | 153 (62.4%) | 965 (46.3%) | RR: 1.8 (1.41, 2.30) | < 0.001 |
| Race |  |  |  |  |
| Caucasian | 163 (66.5%) | 1182 (56.7%) | RR: 1.8 (1.08, 3.00) | 0.020 (combined) |
| African American | 65 (26.5%) | 650 (31.2%) | RR: 1.35 (0.79, 2.32) |  |
| Asian | 2 (0.8%) | 43 (2.1%) | RR: 0.66 (0.16, 2.79) |  |
| Other | 15 (6.1%) | 208 (10.0%) | Reference |  |

CABG: Coronary artery bypass graft; CI: Confidence interval; RR: Risk ratio; SD: Standard deviation.

**Table 2 Bivariate analysis of the risk factors**

|  |  |  |  |
| --- | --- | --- | --- |
| **Risk factors** | **Abnormal cardiac stress test requiring cardiac catheterization and/or CABG** | **Risk ratio (95%CI)** | ***P* value** |
| **Yes, *n* = 245** | **No, *n* = 2083** |
| CAD history, yes | 216 (88.2%) | 1063 (51.0%) | 6.11 (4.18, 8.92)  | < 0.001 |
| Obesity, yes | 136 (55.5%) | 1121 (53.8%) | 1.06 (0.84, 1.35) | 0.620 |
| Diabetes mellitus, yes | 112 (45.7%) | 760 (36.5%) | 1.41 (1.11, 1.78) | 0.005 |
| Hypertension, yes | 232 (94.7%) | 1783 (85.6%) | 2.77 (1.61, 4.78) | < 0.001 |
| Hyperlipidemia, yes | 236 (96.3%) | 1602 (76.9%) | 6.99 (3.62, 13.50) | < 0.001 |
| CKD history, yes | 88 (35.9%) | 540 (25.9%) | 1.52 (1.19, 1.94) | < 0.001 |
| Smoking history, yes | 153 (62.4%) | 1133 (54.4%) | 1.35 (1.05, 1.72) | 0.020 |

CABG: Coronary artery bypass graft; CAD: Coronary artery disease; CI: Confidence interval; CKD: Chronic kidney disease.

**Table 3 Comparison between the high-risk group and the low-risk group**

|  |  |  |  |
| --- | --- | --- | --- |
| **Risk category** | **Abnormal cardiac stress test requiring cardiac catheterization and/or CABG** | **Risk ratio (95%CI)** | ***P* value** |
| **Yes, *n* = 245** | **No, *n* = 2083** |
| High risk | 236 (96.3%) | 1700 (81.61%) | 5.31 (2.75, 10.24) | < 0.001 |
| Low risk | 9 (3.7%) | 383 (18.39%) |  |  |

CABG: Coronary artery bypass graft; CI: Confidence interval.

**Table 4 Adjustment of risk factors association with the abnormal cardiac stress test *via* binomial regression**

|  |  |  |  |
| --- | --- | --- | --- |
| **Covariate** | **Risk ratio** | **95%CI** | ***P* value** |
| Sex, male | 1.52 | 1.2, 1.94 | < 0.001 |
| CAD history, yes | 4.46 | 3.08, 6.72 | < 0.001 |
| Hypertension, yes | 1.35 | 0.82, 2.44 | 0.280 |
| Hyperlipidemia, yes | 3.87 | 2.12, 8.12 | < 0.001 |
| Diabetes mellitus, yes | 1.06 | 0.83, 1.34 | 0.650 |
| CKD history, yes | 1.02 | 0.80, 1.30 | 0.860 |
| Smoking history, yes | 1.06 | 0.84, 1.35 | 0.620 |

CAD: Coronary artery disease; CI: Confidence interval; CKD: Chronic kidney disease.

**Table 5 Comparison of the models for the prediction of an abnormal cardiac stress test**

|  |  |  |  |
| --- | --- | --- | --- |
| **Feature** | **BR** | **RF** | **XGBoost** |
| Prediction cutoff value | 0.20 | 0.18 | 0.27 |
| Sensitivity (95%CI) | 45.06 (44.23, 45.88) | 13.92 (13.50, 14.33) | 30.54 (29.30, 31.79) |
| Specificity (95%CI) | 80.46 (80.14, 80.79) | 93.66 (93.53, 93.80) | 88.51 (88.15, 88.86) |
| PPV (95%CI) | 21.34 (21.09, 21.60) | 20.55 (20.05, 21.04) | 24.33 (23.46, 25.20) |
| NPV (95%CI) | 92.55 (92.42, 92.69) | 90.24 (90.14, 90.35) | 91.34 (91.12, 91.56) |

BR: Binomial regression; CI: Confidence interval; NPV: Negative predictive value; PPV: Positive predictive value; RF: Random forest.
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