
Artificial Intelligence in
Cancer

ISSN 2644-3228 (online)

Artif Intell Cancer  2021 October 28; 2(5): 51-78

Published by Baishideng Publishing Group Inc



AIC https://www.wjgnet.com I October 28, 2021 Volume 2 Issue 5

Artificial Intelligence in 

CancerA I C
Contents Bimonthly Volume 2 Number 5 October 28, 2021

OPINION REVIEW

Artificial neural network for prediction of acute kidney injury after liver transplantation for cirrhosis and 
hepatocellular carcinoma

51

Bredt LC, Peres LAB

MINIREVIEWS

Repairing the human with artificial intelligence in oncology60

Morilla I

Artificial intelligence reveals roles of gut microbiota in driving human colorectal cancer evolution69

Wan XH



AIC https://www.wjgnet.com II October 28, 2021 Volume 2 Issue 5

Artificial Intelligence in Cancer
Contents

Bimonthly Volume 2 Number 5 October 28, 2021

ABOUT COVER

Editorial Board Member of Artificial Intelligence in Cancer, Anca Maria Cimpean, MD, PhD, Associate Professor, 
Department of Histology, Victor Babes University of Medicine and Pharmacy, Timisoara 300041, Romania. 
ancacimpean1972@yahoo.com

AIMS AND SCOPE

The primary aim of Artificial Intelligence in Cancer (AIC, Artif Intell Cancer) is to provide scholars and readers from 
various fields of artificial intelligence in cancer with a platform to publish high-quality basic and clinical research 
articles and communicate their research findings online. 
      AIC mainly publishes articles reporting research results obtained in the field of artificial intelligence in cancer 
and covering a wide range of topics, including artificial intelligence in bone oncology, breast cancer, 
gastrointestinal cancer, genitourinary cancer, gynecological cancer, head and neck cancer, hematologic malignancy, 
lung cancer, lymphoma and myeloma, pediatric oncology, and urologic oncology.

INDEXING/ABSTRACTING

There is currently no indexing.

RESPONSIBLE EDITORS FOR THIS ISSUE

Production Editor: Hua-Ge Yu; Production Department Director: Yu-Jie Ma; Editorial Office Director: Jin-Lei Wang.

NAME OF JOURNAL INSTRUCTIONS TO AUTHORS

Artificial Intelligence in Cancer https://www.wjgnet.com/bpg/gerinfo/204

ISSN GUIDELINES FOR ETHICS DOCUMENTS

ISSN 2644-3228 (online) https://www.wjgnet.com/bpg/GerInfo/287

LAUNCH DATE GUIDELINES FOR NON-NATIVE SPEAKERS OF ENGLISH

June 28, 2020 https://www.wjgnet.com/bpg/gerinfo/240

FREQUENCY PUBLICATION ETHICS

Bimonthly https://www.wjgnet.com/bpg/GerInfo/288

EDITORS-IN-CHIEF PUBLICATION MISCONDUCT

Mujib Ullah, Cedric Coulouarn, Massoud Mirshahi https://www.wjgnet.com/bpg/gerinfo/208

EDITORIAL BOARD MEMBERS ARTICLE PROCESSING CHARGE

https://www.wjgnet.com/2644-3228/editorialboard.htm https://www.wjgnet.com/bpg/gerinfo/242

PUBLICATION DATE STEPS FOR SUBMITTING MANUSCRIPTS

October 28, 2021 https://www.wjgnet.com/bpg/GerInfo/239

COPYRIGHT ONLINE SUBMISSION

© 2021 Baishideng Publishing Group Inc https://www.f6publishing.com

© 2021 Baishideng Publishing Group Inc. All rights reserved. 7041 Koll Center Parkway, Suite 160, Pleasanton, CA 94566, USA

E-mail: bpgoffice@wjgnet.com  https://www.wjgnet.com

https://www.wjgnet.com/bpg/gerinfo/204
https://www.wjgnet.com/bpg/GerInfo/287
https://www.wjgnet.com/bpg/gerinfo/240
https://www.wjgnet.com/bpg/GerInfo/288
https://www.wjgnet.com/bpg/gerinfo/208
https://www.wjgnet.com/2644-3228/editorialboard.htm
https://www.wjgnet.com/bpg/gerinfo/242
https://www.wjgnet.com/bpg/GerInfo/239
https://www.f6publishing.com
mailto:bpgoffice@wjgnet.com
https://www.wjgnet.com


AIC https://www.wjgnet.com 51 October 28, 2021 Volume 2 Issue 5

Artificial Intelligence in 

CancerA I C
Submit a Manuscript: https://www.f6publishing.com Artif Intell Cancer 2021 October 28; 2(5): 51-59

DOI: 10.35713/aic.v2.i5.51 ISSN 2644-3228 (online)

OPINION REVIEW

Artificial neural network for prediction of acute kidney injury after 
liver transplantation for cirrhosis and hepatocellular carcinoma

Luis Cesar Bredt, Luis Alberto Batista Peres

ORCID number: Luis Cesar Bredt 
0000-0002-8487-1790; Luis Alberto 
Batista Peres 0000-0001-5863-6720.

Author contributions: Bredt LC and 
Peres LAB contributed equally to 
this review article; all authors 
equally contributed to this paper 
with conception and design of the 
study, literature review and 
analysis, drafting and critical 
revision and editing, and final 
approval of the final version.

Conflict-of-interest statement: No 
potential conflicts of interest. No 
financial support.

Open-Access: This article is an 
open-access article that was 
selected by an in-house editor and 
fully peer-reviewed by external 
reviewers. It is distributed in 
accordance with the Creative 
Commons Attribution 
NonCommercial (CC BY-NC 4.0) 
license, which permits others to 
distribute, remix, adapt, build 
upon this work non-commercially, 
and license their derivative works 
on different terms, provided the 
original work is properly cited and 
the use is non-commercial. See: htt
ps://creativecommons.org/Licens
es/by-nc/4.0/

Manuscript source: Invited 
manuscript

Specialty type: Transplantation

Luis Cesar Bredt, Department of Surgical Oncology and General Surgery, University Hospital 
of Western Paraná, State University of Western Paraná, Cascavel 85819-110, Paraná, Brazil

Luis Alberto Batista Peres, Department of Nephrology, University Hospital of Western Paraná, 
State University of Western Paraná, Cascavel 85819-110, Paraná, Brazil

Corresponding author: Luis Cesar Bredt, FRCS (Gen Surg), MD, PhD, Full Professor, Surgeon, 
Department of Surgical Oncology and General Surgery, University Hospital of Western Paraná, 
State University of Western Paraná, Tancredo Neves Avenue, Cascavel 85819-110, Paraná, 
Brazil. lcbredt@gmail.com

Abstract
Acute kidney injury (AKI) has serious consequences on the prognosis of patients 
undergoing liver transplantation (LT) for liver cancer and cirrhosis. Artificial 
neural network (ANN) has recently been proposed as a useful tool in many fields 
in the setting of solid organ transplantation and surgical oncology, where patient 
prognosis depends on a multidimensional and nonlinear relationship between 
variables pertaining to the surgical procedure, the donor (graft characteristics), 
and the recipient comorbidities. In the specific case of LT, ANN models have been 
developed mainly to predict survival in patients with cirrhosis, to assess the best 
donor-to-recipient match during allocation processes, and to foresee postoperative 
complications and outcomes. This is a specific opinion review on the role of ANN 
in the prediction of AKI after LT for liver cancer and cirrhosis, highlighting 
potential strengths of the method to forecast this serious postoperative 
complication.

Key Words: Liver transplantation; Acute kidney injury; Artificial neural network; 
Prediction; Hepatocellular carcinoma; Postoperative
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Core Tip: This opinion review aims to explore the potential benefits of artificial neural 
network models in predicting the occurrence of acute kidney injury in the postoperative 
period of liver transplantation for cirrhosis and hepatocellular carcinoma.
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INTRODUCTION
Liver transplantation (LT) is the best treatment option for patients with early stages of 
hepatocellular carcinoma (HCC) and cirrhosis[1-4]. Mainly, the use of LT depends on 
maintaining a balance between patient-specific survival benefit, the availability of 
alternative treatment modalities[5,6], and the equitable distribution of donor organs[5,
7-12]. Current selection criteria aim to avoid transplant futility by excluding patients at 
a high risk of tumor recurrence[10,11]. Selecting patients with HCC within Milan 
criteria has been shown to provide excellent patient outcomes[13-15].

Among the possible complications related to LT for cirrhosis and HCC, acute 
kidney injury (AKI) is a common complication, with extremely variable reported 
incidence rates (4% to 94%)[16-22], and is associated with several immediate complic-
ations, including volume overload, metabolic acidosis and electrolyte disturbances. 
Although most patients eventually recover after an episode of AKI, many patients may 
not return to baseline renal function, and the occurrence of AKI has been shown to be 
an independent risk factor for the development of chronic kidney disease and death, 
as well as for the reduction of survival rates of liver receptors[23]. In addition, 
transplant patients who require temporary renal replacement therapy (RRT) have a 
prolonged hospital stay, with subsequent need for more resources and higher costs 
related to LT[24].

Artificial neural network (ANN) is commonly used to solve complex problems, 
where the behavior of variables is not rigorously known. One of its main character-
istics is the ability to learn through examples and generalize the information learned, 
generating a non-linear model, making its application in spatial analysis very efficient
[25]. ANN can be an alternative with high performance to the logistic regression (LR) 
model, where the relative risk term is parameterized by an ANN instead of regression, 
enabling the application of deep learning. ANN models have been developed mainly 
to predict survival in patients with cirrhosis, to assess the best donor-to-recipient 
match during allocation processes, and to foresee postoperative complications and 
outcomes[26-32], but studies evaluating such a promising tool, as ANN, for predicting 
AKI following LT for cirrhosis and HCC, are scarce.

The multifactorial origin of AKI after LT makes it complex to predict which 
candidate for the procedure has an increased risk of this complication[33,34]. In the 
face of this complexity, ANN would be a very reliable prognostic tool for AKI risk 
assessment, enabling, therefore, early or even prophylactic therapies for AKI, 
improving patients outcomes[35]. This is a specific opinion review on the role of ANN 
in the prediction of AKI after LT for liver cancer and cirrhosis, highlighting potential 
strengths of the method to forecast this serious postoperative complication.

OVERVIEW OF RISK FACTORS FOR AKI AFTER LT
The etiology of AKI after LT is multifactorial and not fully understood, with several 
risk factors related to the organ receptor[20,22,24,35], graft-related characteristics[36], 
and finally some perioperative have been identified over the past few years[20,33,34]. 
Similarly, the use of postoperative nephrotoxic immunosuppression can further 
provoke or aggravate kidney damage[20].

Based on these risk factors, various models have been developed using LR for 
predicting AKI after LT. However, because several of these models address 
postoperative parameters, their utility in predictive modeling appears to be of 
questionable relevance. Regardless of the variability of the triggering factors, it is of 
fundamental importance to identify patients at risk ideally by the set of preoperative 
clinical assessment and complementary information of the intraoperative period, thus 
enabling the adoption of preventive measures or early therapies for AKI, such as 
reduced doses and postponing postoperative patients immunosuppression, and also 
early RRT, thus reducing mortality and accelerated recovery of renal function[20].
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Among the potential AKI predictors that can be evaluated at the time of transplant 
indication, the severity of the recipient’s liver disease stands out[20-37], expressed by 
the Model for End-Stage Liver Disease (MELD) score. The MELD score determines the 
allocation of the organ prioritizing the "sickest first" patient, with high values of the 
score conferring a greater risk for the occurrence of ARF after TH, thus reflecting an 
interrelationship between liver and renal functions in cirrhotic patients[38]. Similarly, 
another predictors related to the recipient have been identified, such as high levels of 
pre-transplant serum creatinine, high body mass index (BMI) of the recipient (BMI 
values above 30 kg/m2), and the presence of pre-existing diabetes mellitus[33,35,37].

In addition to the clinical characteristics of the recipient, there are predictive factors 
of AKI that are related to the functional quality of the graft. The first situation refers to 
the modality of TH performed, as living-donor LT, in general, offers a graft that is 
functionally superior to deceased-donor LT, where the critical clinical conditions of the 
donor confer a greater potential risk to the occurrence of postoperative AKI[20]. 
Moreover, "marginal grafts" from "extended criteria donors" have increasingly been 
used, including steatotic grafts, grafts from clinically critical donors, grafts with high 
ischemia time, both “warm ischemia time” and “cold ischemia time”[20,37,39].

There are some intraoperative events that can be crucial for the occurrence of AKI. 
The main factor concerns the occurrence of intraoperative arterial hypotension (IOAH) 
with consequent renal hypoperfusion during LT[22]. Patients undergoing LT often 
experience IOAH as a result of several factors, including the duration of surgery, the 
severity of bleeding, the severity of post-reperfusion syndrome of the graft, and the 
severity of liver disease[33,35,39]. On some occasions, this renal hypoperfusion occurs 
in patients with previous renal dysfunction[34], and can often be aggravated by the 
deleterious renal effects of blood transfusion[22,34,37] and the use of vasoactive drugs 
in the intraoperative period[40].

BASICS OF ANN
An ANN lies under the umbrella of reinforcement machine learning, and comprises 
‘units’ arranged in a series of layers, each of which connects to layers on either side. 
ANNs are inspired by biological systems, such as the brain, and how they process 
information. The original concept of ANNs is derived from neurobiological models. 
ANNs are massively parallel, computer-intensive and data-driven algorithmic system 
that is composed of multitude of highly interconnected nodes (neurons). Each 
elementary node of a neural network is able to receive an input from external sources, 
according to the relative importance and different weight, which transforms into an 
output signal to other nodes by different activation function[25].

In terms of topology, to implement an ANN, different variables must be defined, 
among which: (1) the number of nodes in the input layer (such variable corresponds to 
the number of variables that will be used to feed the neural network, being normally 
the variables of greater importance for the problem under study); (2) the number of 
hidden layers and the number of neurons to be placed in these layers; and (3) the 
number of neurons in the output layer[41].

The process of learning of an ANN is a process where free parameters are adapted 
through a process of stimulation by the environment in which the network is inserted. 
With this, the type of learning is determined based on the way in which the 
modification of the parameters takes place. In summary, there is the following 
sequence of events: (1) the neural network is stimulated by an environment; (2) the 
neural network undergoes modifications in its free parameters as a result of this 
stimulation; and (3) the neural network responds in a new way to the environment, 
due to changes in its internal structure[25].

Considering the interactions of linked nodes, an output obtained from one node can 
serve as an input for other nodes, and the conversion of inputs into outputs is 
activated by virtue of certain transforming function that is typically monotone. The 
specified working function depends on parameters determined for the training set of 
inputs and outputs. The network architecture is the organization of nodes and the 
types of connections permitted. The nodes are arranged in a series of layers with 
connections between nodes in different layers, but not between nodes in the same 
layer[42].

ANNs can be classified into feedforward and feedback networks categories, and 
back-propagation updating algorithm with adjustment of connection weights between 
the neurons during the training process, is a widely used feedforward networks. 
Feedforward networks is included within the supervised learning network, essentially 
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using a gradient descent-training algorithm[43,44].

Multilayer perceptron
The perceptron, introduced by Rosenblatt in 1958, is a simple form of RNA whose 
main application is in pattern classification problems. The single-layer perceptron is 
only capable of classifying linearly separable patterns. In practice, the problem to be 
worked on does not admit an exact linear separation, making it necessary to use a 
multilayer perceptron. Multilayer perceptron (MLP)-type architectures are the most 
used and known artificial neural models. An MLP network is subdivided into layers: 
input layer, intermediate or hidden layer(s) and output layer. In the multilayer ANN 
architecture, inputs are extended from the input layer to the output layer, passing 
through one or more hidden layers. In this same sense, a multilayer neural network is 
typically composed of aligned layers of neurons. The input layer distributes the input 
information to the hidden layer(s) of the network. At the output layer, the solution to 
the problem is obtained. Hidden layers are intermediate layers, whose function is to 
separate the input and output layers. Neurons in one layer are connected only to 
neurons in the immediately posterior layer, with no feedback or connections between 
neurons in the same layer. Also, characteristically, the layers are fully connected[45].

In Figure 1 it is possible to observe an MLP-type architecture with two intermediate 
layers. The presented network has all connections, which means that a neuron in any 
layer of the network is connected to all other neurons in the previous layer. Signals 
flow through the network positively, from left to right, layer by layer.

The learning process of MLP networks by back-propagation consists of two steps: 
propagation and back-propagation. In the propagation step, an activation pattern is 
applied to the nodes of the network’s input layer and its effect propagates through the 
network, layer by layer. In the last layer, a set of outputs is produced, configured as 
the real network response. In the and back-propagation step, all synaptic weights are 
adjusted according to an error correction rule. The error signal is propagated 
backwards through the network, against the direction of the synaptic connections, the 
synaptic weights being adjusted to make the actual response of the network approach 
the desired response, in a statistical sense[25]. An important characteristic of MLP 
networks is the non-linearity of neuron outputs. This nonlinearity is obtained using a 
sigmoid-type function as an activation function, usually the logistic function[25].

ANNS FOR AKI PREDICTON AFTER LT FOR CIRRHOSIS AND HCC
Over the past two decades, machine learning algorithms have been increasingly 
applied for cancer diagnosis, prognostication, and treatment outcome prediction[46-
49]. For example, recently, an MLA approach based on a random forest workflow has 
been developed by a group in Germany to predict disease-free survival after liver 
resection for HCC[50].

Studies regarding ANNs in the field of LT for cirrhosis and HCC, researchers[26-31] 
have already conducted studies with LR models and ANN for the prediction of 
survival of these patients (Table 1). In 1992, Doyle et al[26] introduced a 10 feed 
forward back-propagation ANN model to predict LT survival. Marsh et al[27] 
presented a three layer feed forward fully connected ANN model to predict the 
survival analysis and time to recurrence of HCC after LT. Parmanto et al[28] conducted 
a study with time series sequence of medical data of patients that undergone LT with 
ANNs using back-propagation through time algorithm, and their results were 
compared with 6-fold cross validation. Cucchetti et al[29] proposed an ANN survival 
prognosis model for patients with cirrhosis at a LT unit, and proved that ANN is 
better than MELD for this proposal. Zhang et al[30] proposed a MLP model of patients 
with cirrhosis and compared the performance of the model with MELD and Sequential 
Organ Failure Assessment score. In 2013, Cruz et al[31] conducted a study with radial 
basis function ANNs using multi-objective evolutionary algorithm in order to match 
the donor-recipient pairs.

The results of the researchers above demonstrate that the ANNs predictive models 
can be capable of using live data of cirrhotic patients with or without HCC, and 
perform both diagnostic and predictive tasks[32]. Because of the simplicity in 
structure, ability to do parallel processing tasks, having long term memory, having 
fault tolerant ability and getting collective output, ANN models can do better than LR 
models[51].

In the specific scenario of AKI after LT for cirrhosis and HCC, in 2018, Lee et al[52] 
compared the performance of machine learning approaches with that of LR analysis to 
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Table 1 Studies with artificial neural networks and logistic regression models for the prediction of survival of patients in the field of 
cirrhosis and liver transplantation

Ref. Year Model and endpoint

Doyle et al
[26]

1992 10 feed forward back-propagation  ANN model to predict LT survival

Marsh et al
[27]

1997 ANN for  survival analysis and time to recurrence of HCC after LT

Parmanto et 
al[28]

2001 Back-propagation through time ANN algorithm to predict outcomes after LT

Cucchetti et al
[29] 

2007 ANN for survival prognosis of patients with cirrhosis 

Zhang et al
[30]

2012 MLP model for predicting outcomes of patients with cirrhosis and compared the performance with MELD and SOFA scores

Cruz et al[31] 2013 Radial basis function ANNs using multi-objective evolutionary algorithm to match the donor-recipient pairs

Lee et al[52] 2018 Compared the performance of ML approaches (decision tree, random forest, gradient boosting machine, support vector machine, 
naïve Bayes, MLP, and deep belief networks) with that of LR analysis to predict AKI after LT for cirrhosis and HCC (49%)

He et al[53] 2021 LR analysis as a conventional model, and random forest, support vector machine, classical decision tree, and conditional inference 
tree algorithms to predict AKI after LT for cirrhosis and HCC (40.7%)

ANN: Artificial neural network; LR: Logistic regression; LT: Liver transplantation; HCC: Hepatocellular carcinoma; MLP: Multilayer perceptron; MELD: 
Model for end-stage liver disease; SOFA: Sequential Organ Failure Assessment; AKI: Acute kidney injury.

Figure 1 Multilayer perceptron-type architecture with two intermediate layers.

predict AKI after LT for cirrhosis and up to 49% of total patients with HCC. This huge 
analysis of 1211 patients adopted preoperative and intraoperative input variables. The 
primary outcome was postoperative AKI defined by Acute Kidney Injury Network 
criteria. The following machine learning techniques were used: decision tree, random 
forest, gradient boosting machine, support vector machine, naïve Bayes, MLP, and 
deep belief networks. These techniques were compared with LR analysis regarding the 
area under the receiver operating characteristic (AUROC). AKI incidence was 30.1%. 
The performance in terms of AUROC was best in gradient boosting machine among all 
analyses to predict AKI of all stages (0.90, 95%CI: 0.86–0.93), and decision tree and 
random forest techniques showed moderate performance (AUROC 0.86 and 0.85, 
respectively). The AUROC of the MLP was 0.64 (0.59–0.69), vector machine was 0.62 
(0.57–0.67), naïve Bayes was 0.60 (0.54–0.65), and deep belief network was 0.59 
(0.53–0.64). The AUROC of LR analysis was 0.61 (95%CI: 0.56–0.66), concluding that 
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MLP model showed best performance than LR analysis, with a slight higher, but 
significant, AUROC.

He et al[53] evaluated a total of 493 patients (40.7% of patients with HCC) with 
donation after cardiac death LT. In this study, AKI was defined according to the 
clinical practice guidelines of Kidney Disease Improving Global Outcomes, and the 
clinical data of patients with AKI and without AKI were compared through LR 
analysis as a conventional model, and four predictive machine learning models were 
developed using random forest, support vector machine, classical decision tree, and 
conditional inference tree algorithms. The predictive power of these models was then 
evaluated using the AUROC. The reported incidence of AKI was 35.7% (176/493) 
during the follow-up period. Compared with the non-AKI group, the AKI group 
showed a remarkably lower survival rate (P < 0.001). The random forest model 
demonstrated the highest prediction accuracy of 0.79 with AUROC of 0.850 (95%CI: 
0.794–0.905), which was significantly higher than the AUCs of the other machine 
learning algorithms and LR models (P < 0.001).

As the standard ANN workflow involves model performance monitoring and re-
training to account for model drift, a multidisciplinary partnership between clinicians 
and data scientists is required, with a commitment to the curation and iterative 
maintenance of datasets to allow for the development of meaningful decision-support 
tools[54]. This process should involve, first and foremost, a robust, consistent, and 
objective means of collecting data. The data in the case of postoperative AKI, are 
mainly laboratorial and clinicopathologic characteristics from electronic medical 
records, and clinicians and surgeons must to establish interdisciplinary partnerships 
that strive towards a common goal and synergism. For instance, clinicians and 
surgeons help provide a clinically relevant outcome, and data scientists can identify 
the optimal methodology to make predictions for the outcome based on the available 
data.

CONCLUSION
The reported high incidence of AKI after LT for cirrhosis and HCC in numerous 
studies highlights the importance of this issue. The prediction of this complication may 
provide a focus for further research, mainly in the development of ANNs predictive 
models that may be applied immediately after LT.

ANNs are essentially a large number of interconnected processing elements, 
working in unison to solve specific problems, and its use for this specific purpose is 
directly related to the efficiency with which it provides responses close to real output 
data. ANN methods may provide feasible tools for forecasting AKI after LT in this 
population, and perhaps provide a high-performance predictive model that may 
ultimately improve perioperative management of these patients at risk for this serious 
complication.
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