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**Abstract**

Pancreatic cancer (PC) has a low incidence rate but a high mortality, with patients often in the advanced stage of the disease at the time of the first diagnosis. If detected, early neoplastic lesions are ideal for surgery, offering the best prognosis. Preneoplastic lesions of the pancreas include pancreatic intraepithelial neoplasia and mucinous cystic neoplasms, with intraductal papillary mucinous neoplasms being the most commonly diagnosed. Our study focused on predicting PC by identifying early signs using noninvasive techniques and artificial intelligence (AI). A systematic English literature search was conducted on the PubMed electronic database and other sources. We obtained a total of 97 studies on the subject of pancreatic neoplasms. The final number of articles included in our study was 44, 34 of which focused on the use of AI algorithms in the early diagnosis and prediction of pancreatic lesions. AI algorithms can facilitate diagnosis by analyzing massive amounts of data in a short period of time. Correlations can be made through AI algorithms by expanding image and electronic medical records databases, which can later be used as part of a screening program for the general population. AI-based screening models should involve a combination of biomarkers and medical and imaging data from different sources. This requires large numbers of resources, collaboration between medical practitioners, and investment in medical infrastructures.
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**Core Tip:** To improve the clinical management and prognosis for patients with pancreatic cancer (PC), new diagnostic methods should be developed to identify precursor lesions. Artificial intelligence (AI) is a tool that can offer a personalized approach in this regard by analyzing a large quantity of heterogeneous data and can also help in decision-making, increasing the prediction accuracy for an early diagnosis. The aim of this study was to provide a comprehensive overview of the advances in detecting PC noninvasively with an emphasis on early lesions and AI.

**INTRODUCTION**

The World Health Organization estimates that early cancer detection will result in 30% greater cure rates for most cancer types[1]. Pancreatic cancer (PC) has a low incidence but is currently the 4th leading cause of all cancer deaths. The 5-year survival rate for PC is between 7% and 20%, with the best prognosis obtained for pancreatic neoplasms diagnosed in early stages[2-4]. Studies have reported that the 5-year survival rate can be as high as 39.9% in localized pancreatic tumors, but in patients who develop metastatic disease, the rate drops significantly to 2.9%[2-4].

There are two main types of PC, exocrine carcinomas and neuroendocrine neoplasms, with the former accounting for more than 95% of pancreatic tumors[5]. Patients with exocrine tumors compared with those with endocrine ones have a median survival of approximately 4 mo *vs* 27 mo[6]. Approximately 90% of exocrine PC cases are pancreatic ductal adenocarcinoma (PDAC); 80% of PDAC patients are in the advanced stage of the disease at the time of the first diagnosis[4,7]. A total of 49.6% of PDAC patients are diagnosed with distant metastases, and only approximately 15% have a surgically resectable tumor[1,2,4,7]. By 2030, PDAC is expected to become the second most common cause of cancer-related death in Western countries[8]. An important aspect in the diagnosis of PC is the size of the tumor, which correlates with outcome. For early-stage PDAC with node-negative, small tumors (< 2 cm), the survival rate can be as high as 80%[8]. Less than 2% of PCs are pancreatic neuroendocrine tumors (PNT). Current data have shown that an earlier diagnosis of PNTs is not associated with an improved survival rate. Compared with PDACs, PNTs have a better prognosis[9,10].

Preneoplastic lesions that frequently arise in the exocrine pancreas include pancreatic intraepithelial neoplasia (PanIN), mucinous cystic neoplasms (MCN), and intraductal papillary mucinous neoplasms (IPMNs)[11]. Low-grade PanIN is quite common (present in 40%-75% of adults), especially after the age of 40[12]. The progression from low-grade PanIN to invasive tumors is unknown, and currently, identifying this type of lesion is not sufficient to justify surgical intervention. However, if high-grade PanIN is detected, surgery is highly indicated[1]. MCNs of the pancreas rarely progress to PC[11], while IPMNs are fairly common and, if left untreated, can progress to cancer[13]. An association between PDAC and IPMN has been reported in 11%-80% of cases[14]. Identifying high-risk IPMNs before surgical intervention enables patients in the low-risk category to avoid unnecessary surgery for benign disease. At this time, there are no accurate methods for the preoperative discrimination between high- and low-risk IPMNs[3,15].

Pancreatitis and cystic lesions of the pancreas are considered risk factors for developing PDAC. Chronic pancreatitis was identified in patients with PDAC 10 to 20 years earlier and acute pancreatitis 1 to 2 years before tumor diagnosis. Studies have shown that less than 5% of patients with chronic pancreatitis also develop PDAC. Cystic precursor lesions of PC include IPMN and MCNs, with IPMN being the most commonly diagnosed[1,14]. Pancreatic cyst fluid cytologic analysis is a candidate method for identifying progression to high-grade PanIN or cancer with a 25%-88% sensitivity in detecting pancreatic malignancy[1,16].

A challenge in the early diagnosis PC is the absence of specific symptoms or clinical data for patients with pancreatic tumors. The symptoms of PC, if present, are not specific and manifest approximately 6 mo after the identification of PDAC. Patients with symptoms from PC complain of abdominal pain and unexplained weight loss and are often found to have jaundice[4]. The majority of patients are asymptomatic, however[14].

Initial tests for evaluating patients suspected of having PC include serological investigation and abdominal imaging[5]. The latter is often performed using magnetic resonance imaging (MRI), MRI cholangiopancreatography, computed tomography (CT), endoscopic ultrasound (EUS), endoscopic retrograde cholangiopancreatography (ERCP), and positron emission tomography[5,14,17]. One of the newest techniques in MRI involves diffusion-weighted imaging, which is capable of discriminating between PC and pancreatitis[17]. Certain features can be indicative of malignancy on imaging studies of early lesions for PC, including internal septation, mural nodularity, solid masses, duct dilatation, and vascular invasion. In 36%-70% of IPMN-associated cancers, mural nodules are diagnosed[14]. CT and MRI have a 56%-88% accuracy in detecting IPMN, but EUS has a higher resolution[14]. Pancreatic cysts are found in 3% of CT scans and 20% of MRI scans and can reach a 40% incidence in patients over 80 years old[14]. The most common imaging methods used, however, are EUS and CT. New EUS techniques (contrast-enhanced EUS and elastography) and the use of two or more imaging methods can enhance the diagnostic accuracy[7].

Additional methods implemented for PC include the analysis of personal data, biomarkers, and genomic features. Conditions such as family history of PC, body mass index, smoking, and alcohol abuse are epidemiologically associated with PC[18]. A total of 75%-80% of PCs are found in the head of the pancreas[14]. Diabetes is identified in 10%-40% of cases with IPMN, and a strong association between insulin and the risk of IPMN has been reported[14]. Patients with Peuts-Jegher syndrome, McCum-Albright syndrome, and familial adenomatous polyposis have also been diagnosed with IPMN[12,14]. MicroRNAs are biomarkers that have shown potential as a diagnostic tool for PDAC because of their high expression in the plasma of these patients[2]. MUC4, MUC16, differentially methylated DNA, telomerase protease expression, and overexpression of Das-1 biomarkers are associated with PDACs and are currently being validated for clinical use[1,14]. Elevated levels of carbohydrate antigen (CA)19-9 and carcinoembryonic antigen (CEA) and the identification of a new protein (cell migration-inducing hyaluronan-binding protein) are considered useful in PC prediction[14,19]. High concentrations of CEA are reported in mucinous pancreatic cysts but lack the potential to differentiate between IPMNs and PDACs[14]. The only biomarker for PDAC commonly considered reliable is CA19-9, but in the early stage disease, it has a sensitivity between 25% and 50% and is present in 51.1% of patients with PC stage I and 44.1% of patients with stage II[1,5].

Specific genomic features have been described for PDAC[1]. The top genes targeted during pancreatic carcinogenesis include KRAS, CDKN2A, TP53, and SMAD4. In patients with hereditary pancreatitis, mutation of the PRSS1 gene is associated with a higher risk of PC[12]. In early lesions of low-grade PanIN, KRAS mutations have identified, while inactivation of CDK2A and alterations in TP53, SMDA4, and BRCA2 occur in high-grade PanIN. Patients with these gene alterations can be classified as high-risk PDAC cohorts and considered for PC screening. These cohorts can also include patients with pancreatic cysts, pancreatitis, and new-onset diabetes who are 60 to 75 years of age[1]. KRAS, GNAS, TP53, SMAD4, PIK3CR, PTEN, and AKT1 mutations have been reported in IPMN-associated neoplasms with a 32%-89% sensitivity and 96%-100% specificity[14]. However, screening for PC asymptomatic subjects without a well-defined high-risk group is currently considered cost prohibitive[1].

Surgery is seen as a potentially curative treatment for PC if the patient is diagnosed in the early stage. For these patients, the pancreatic tumor can be completely resected, and by doing so, the survival rate significantly increases to 50%[4]. Treatment for the advanced state of PC typically includes partial resection, which is associated with tumor recurrence and a 5-year survival rate of less than 10%[4]. Unfortunately, pancreatic resection for PC has a high morbidity rate of up to 60%. Postoperative pancreatic fistula, stroke, cardiac arrest, wound dehiscence, infection, hemorrhage, and renal failure have been reported in patients the first month after pancreatic surgery[20]. Considering these factors, predicting PC by diagnosing early lesions and implementation of a screening program for PC becomes a matter of paramount importance. Artificial intelligence (AI) models integrating multisource risk factors are the future of early PC diagnosis.

Machine learning (ML), deep learning (DL) and the ability of computers to independently solve problems by using specific algorithms, is known today as AI. Although the terms ML and AI are commonly used interchangeably, ML is a subfield of AI. ML is based on developing mathematical algorithms for the analysis of data with the goal of creating a prediction model by recognizing patterns in these data. The algorithms can produce a machine-based diagnostic outcome for a specific disease. ML algorithms can be supervised or unsupervised and represented by support vector machines (SVMs), Bayesian interference, regressions, ensemble methods, decision trees, k-nearest neighbors, linear discriminants, and neural networks[16,21]. Supervised algorithms are based on data previously known by the computer, meaning that the computer is first trained with datasets from the domain of interest to later accurately analyze new datasets with the same subject and produce the desired mathematical outcome. In unsupervised algorithms, the computer sorts the input data and identifies features that are grouped into clusters or associations and analyzes them to reach a desired outcome[22]. Reinforcement learning is an advanced type of ML that is used to develop models that will help in the prediction of cancer but also facilitate the decision-making process[23]. Deep reinforcement learning is the combined process of reinforcement learning with DL. DL methods are trained to analyze large datasets through multilayer neural networks[24]. Developing algorithms by using AI methods helps in analyzing large amounts of data at the same time and integrating data obtained from different sources. Therefore, the results of clinical tests, imaging, personal data, biomarkers, and genomic features can be quickly analyzed, compared with existing knowledge, and used to reach an initial machine-made diagnosis. The purpose of our study was to identify the current diagnostic methods for detecting PC by using noninvasive techniques with an emphasis on early lesions and AI.

**Methods**

English-language literature published in the last 10 years covering diagnosing PC was searched by accessing the PubMed electronic database and other sources. The following key words were used for the search: “Pancreatic cancer”, “early pancreatic lesions”, “predicting pancreatic neoplasia”, “artificial intelligence”, “deep learning”, “machine learning”, “radiomics”, “diagnosis”, and “pancreas”. We obtained a database of 97 studies on pancreatic neoplasms, including both single studies and reviews. We then removed duplicates, resulting in 86 papers. We excluded abstracts, reviews with insufficiently explained results, and articles not in the field of interest/irrelevant topics or with repetitive information. The final number of articles included was 44. The article selection algorithm for the study is depicted in Figure 1. We divided the remaining articles into two datasets. One contained the newest review articles and studies on obtaining information about current knowledge in assessing PC (10), and the other included studies that explored the use of AI algorithms in the diagnosis of pancreatic lesions (34). This second dataset included 24 studies on the current status of AI diagnostic methods for PC and 10 studies discussing the implications for early PC and prediction of the use of AI algorithms. The obtained data from the two datasets are presented narratively. The results of our analysis on the PC prediction methods for diagnosing early lesions are summarized in Table 1 and Figure 2.

**Brief description of AI in medicine**

ML in medicine is based on analyzing digital medical images from CT, MRI, and EUS and extracting image features in a process called radiomics. These radiomics features are converted into data that can be subjected to statistical analysis. In supervised methods, a human operator selects and labels the lesion in an image that will constitute the input data before an ML algorithm analyses these data. Unsupervised algorithms use a large amount of data for training and learn how to extract the region that will be later subjected to analysis. These mathematical algorithms will then examine the input data through a network similar to the neuronal network of the human brain. The human central nervous system receives input through various receptors, and then sends this information to the brain *via* the ascending pathway, where the data is then examined before a specific response is delivered through descending pathways to the intended receiver organs. There are similarities between the AI network and the human model of neural processing. We can consider humans as receptors of patient information, the input data as the ascending pathways, computers organized in layers as the brain, and output data as the descending pathways reaching the desired outcome as the receiver. Deep neural network or DL models are composed of sets of so-called hidden layers capable of studying a large amount of data. Each of the layers selects and amplifies certain features of the input information. For example, the first layer identifies a specific region and its length, the next layer analyzes the depth, another layer detects the pattern, and the subsequent layers compare the input with known or trained patterns so that when the information is clear, it is transformed into the output represented by the feature that best characterizes a specific type of lesion. In this way, AI is similar to humans but with significantly reduced human intervention and fewer human errors[25].

The interest in AI in healthcare is growing. The SVM algorithm has been used to classify breast cancer and has achieved a lower error rate than K-nearest neighbor, naïve Bayes, and C4.5 algorithms[22,26,27]. Electronic phenotyping algorithms have been built by researchers for predicting a disease correctly by using the electronic health records of the patients[22]. A convolutional neural network (CNN) has been used to prognosticate rectum toxicity in cervical cancer subjects with data provided from beam radiotherapy and brachytherapy. An alternative to surgery for the treatment of PC is radiation therapy. Given the challenging anatomy of the pancreas, sometimes the target area for treatment is difficult to identify. For these patients, metallic fiducials are implanted into the tumor target. These fiducials, however, can cause metal artifacts, obscure the tumor target, or be a source of complications such as pancreatitis or infections, all leading to delayed treatment. Therefore, developing mathematical algorithms for PC radiation therapy is a current subject of research. AI models using CT image data to localize the target PC for radiation therapy and calculate the dose of stereotactic body radiation have been reported with encouraging results[16,25]. DL algorithms have analyzed the mitotic rate of neoplastic cells to classify tumors. DL involves up to 150 hidden layers in the neural network, while traditional neural networks contain 2-3 layers. Some authors have suggested that tumors can be characterized by using computer aided design tools with supervised and unsupervised DL algorithms using CNN and transfer learning techniques. CNNs can be trained to automatically extract relevant features from images and classify the objects in the images with acceptable accuracy[22]. For AI-driven technologies to see further development in healthcare, ethical concerns must be addressed. Because AI algorithms require large datasets for training and for validation, data collection, storage, processing, confidentiality, and sharing must be considered[23].

**Noninvasive methods for diagnosing PC**

The potential of CNNs has been explored in the diagnosis of skin neoplasms, diabetic retinopathy, and liver tumors, but its utility in the detection of PC remains to be fully determined. CNN algorithms have been used for segmentation of the pancreas, risk stratification for IPMN, assessment of the grade (G) of pancreatic neuroendocrine neoplasm, targeting PC for radiotherapy, and classification of the pancreatic cysts[28].

In the diagnosis of PCs, AI is used for the analysis of radiomics features from CT, MRI, and EUS, of images from histopathological slides, and of tumor markers[29] (Figure 3). Because CT is commonly performed when investigating patients, it is currently the most explored imaging modality with AI. In the United States, approximately 7 million patients per year present to the emergency room with abdominal pain, for which a CT scan analysis is required by hospital protocols. These protocols offer a database that can be consulted for patients who later develop PC[1,19]. In identifying PC, contrast-enhanced CT has a sensitivity of 70%-100%, and the usual CT scan has an accuracy of 83.3%, sensitivity of 81.4%, and specificity of 43%. In the detection of PDAC, CT has a sensitivity of 76%-96% and offers information about the location, size, and morphology of the pancreatic mass[1,2,25]. According to Qureshi *et al*[19], healthy cells transforming into neoplastic cells appear darker on a CT scan. Even with these results, CT scan-based analysis is not taken into consideration as a screening method for early pancreatic lesions because of the constant exposure of the patient to radiation[1,2,25]. MRI techniques identify early modifications in the pancreatic parenchyma, such as fibrosis and inflammation, with enhanced resolution. New developments in these techniques have allowed the evaluation of tissue vascularization[3].PDAC can be diagnosed on MRI with an accuracy of 89.1%, sensitivity of 89.5%, and specificity of 63.4%. EUS has demonstrated the highest precision in tumor detection for pancreatic lesions, with a sensitivity as high as 74%-94%[1,25]; in the detection of PCs, an endoscopist analyzing EUS images can reach a sensitivity of 94%[1,29-31]. Some studies have shown that even though PDAC is the most commonly identified histopathological type of PC, PNTs have a higher predominance in small pancreatic lesions. The differential diagnosis between PNTs and other types of PC can be made using EUS because of the better contrast offered by their rich vascularization[30]. In neuroendocrine tumors, EUS has a 75%-97% detection rate for PNTs but gives the best results when combined with MRI studies in the initial assessment[30]. By using AI algorithms in EUS for detecting PC, the sensitivity increases to 83%-100% with an overall accuracy of 80%-97%[1,21]. However, there are limitations to using EUS as a common analytical method for clinical diagnosis; although it is more cost-effective than MRI, EUS is limited by: (1) The need for patient sedation; (2) The need for a technician with suitable knowledge and experience in performing the method; and (3) The narrow field investigated, as EUS cannot visualize extrapancreatic organs[1]. The sensitivity of EUS in diagnosing PC ranges from 54%-98%; hence, new techniques, such as ML algorithms, are needed[16,25].

Diagnosing PC is often difficult due to the lack of well-defined radiographic images and symptoms of the disease in early lesions as well as mimickers of neoplasia[4].In performing CT segmentation, a radiologist must analyze approximately 300 images containing visual information for each patient, so a mathematical algorithm developed for the analysis of data extracted from a CT scan of the patients listed as high-risk in a screening program would increase efficiency[1].Even though the image of a neoplasm can be identified months before the time of diagnosis,the sensitivity for PC is low, so a screening method involving AI algorithms could help predict and identify early stages of PC. On CT scans, PC presents with irregular contours and poorly defined margins. Early lesion studies have shown that on CT, alterations are present in the pancreas 18 mo before the diagnosis of PDAC but with a sensitivity of about 15%[1,2,25]. In early disease stages, when the lesions are small, these masses can be overlooked by radiologists[31]. Typically, pancreatic tumors smaller than 2 cm are difficult to identify from the surrounding tissue, and the gland itself represents approximately 1.3% of a CT image, offering only a small amount of data[1,2,31]. Lesions that can alter the depiction of the pancreas on a CT scan by causing shape and size deformations and that appear similar to PC include parenchymal atrophy, IPMN, lithiasis, pancreatitis, and pancreatic duct ectasia. These lesions increase the tissue heterogeneity of the pancreas on CT, making the diagnosis of PC difficult[4]. One report showed that in 90% of cases, the misdiagnosis of PC on imaging was due to inflammation that obscured the underlying tumor mass[23]. Studies of PC with AI have been conducted to help classify PNTs by analyzing preoperative CT and MRI accurately and showed that these AI algorithms can be useful in differentiating exocrine from endocrine PC in complicated cases. Commonly, there are different patterns in the vascularization of PNT and pancreatic adenocarcinomas, but there are small proportions of cases with atypical findings that make the differential diagnosis difficult, and for these situations, a histogram analysis on CT can be used[31].Studies have assessed tumor grade, with results showing that DL methods applied to MRI can differentiate between histological aspects of PNT by classifying G1 from G2 and G3 neoplasms and G1 and G2 from G3[31,32].

***AI algorithms for EUS, MRI, and CT images in PC diagnosis***

EUS has an elevated detection rate for IPMN and *in situ* PC (stage 0)[33]. Digital image analysis of EUS images using computers with SVM- and artificial neural network (ANN)-based methods has demonstrated high accuracy[25,34]. The overall accuracy in using ANNs on EUS for the diagnosis of PC ranges between 89%-94%. Elastography performed during EUS is reported to have an accuracy of 83%-90%; this imaging technique can differentiate the consistency of the issue on an EUS image by color coding, with red indicating softer tissue and blue indicating harder areas[25]. Better results of EUS analysis with AI techniques have been obtained by studying an extended neural network of EUS elastography images with an accuracy of 89.7% in differentiating between malignant and benign pancreatic lesions. Additionally, contrast-enhanced EUS and contrast-enhanced harmonic EUS have been shown to be useful in identifying focal pancreatic masses together with a diagnosis of a benign or malignant lesion. In contrast-enhanced EUS, contrast agents are intravenously injected for better identification of focal pancreatic lesions[21]. Preoperative AI sorting of EUS images of IPMNs presented a higher accuracy in predicting the malignant component than a human technician (94% *vs* 56%, respectively). A study performed with a DL back propagation master for EUS training and quality control, which had both internal and external validation, achieved an accuracy ranging from 82.4% to 94.2% in detecting PC. The decision tree method, implemented for patients who underwent ERCP, precisely identified PC with an 87%-91% sensitivity and 80% specificity[16].

A meta-analysis of published data aiming to investigate the diagnostic value of AI EUS in PC showed a very good diagnostic accuracy. The meta-analysis extracted data from 10 studies that included 1871 patients with AI algorithms based on a CNN, ANN, and SVM. The ANN model had the best accuracy in detecting PC, with a sensitivity in detecting small pancreatic tumors of 93% for EUS, 53% for CT, and 67% for MRI. However, the authors stated that the results of these 10 studies did not have a general utility because the data were evaluated only with internal validation, and thus the results could have been overestimated. To be relevant for patients from different populations, the sources used for validation must be diverse, external, and from more than one center[24]. Studies have reported that ML models such as ANNs and CNNs can be trained to extract quantitative data that can be correlated with the histological type of PC but also with the survival rates and the response to chemotherapy[11,25,31].

A retrospective study was performed by Kuwahara *et al*[35] on 50 patients diagnosed surgically with IPMN. A total of 3970 radiomics features from EUS were investigated with a CNN algorithm. After augmenting the data, the sample fully investigated was composed of 508160 images. The author’s goal was then to classify IPMNsas benign or malignant. For this, the ability to predict early lesions was investigated by comparing AI methods with physicians. The AI methods demonstrated an accuracy of 94.0% in predicting malignancy, while the humans achieved an accuracy of 56.0%. This study had a number of limitations; however, it was retrospective, had a small sample of cases, only performed internal validation, and used data from only one center. Additionally, all the patients included in the study were surgically investigated, and for IPMNs, the recommendation was surveillance[35].

Chen*et al*[36] implemented a number of 3D CNNs, including ResNet18, ResNet34, ResNet52, and Inception-ResNet, to classify pancreatic tumors from MRI images. These authors used the MRI images of 20 normal patients and 20 patients with tumors, from whom 77 benign MRI images and 38 malignant MRI images were obtained, and through data augmentation, 442 benign MRI images and 421 malignant MRI images were finally analyzed[36]. Data augmentation oversamples images to generate synthetic data in cases with small sample sizes and limited availability of image data, such as rare cancers and PCs[31]. The ResNet18 method achieved an accuracy of 91% in classifying benign and malignant lesions. Other studies have reported analyses with 3 DCNN using MRI for Alzheimer’s disease diagnosis and the classification of lung, brain, and prostate lesions[25,31,36].

Hussein *et al*[3] used the MRI data from 171 subjects to identify IPMN, including 38 normal subjects and 133 diagnosed with IPMN. Two-dimensional axial slices were used to generate regions of interest, and supervised and unsupervised learning was used in computer-aided diagnosis. The authors used unsupervised DL features for image classification with a CNN, and the highest accuracy in classifying the IPMN was obtained with nonlinearity clustering and implementation of a VGG-fc7 layer. In supervised learning, the deep network associated with adaptive synthetic sampling performed better on small datasets[3].

Chakraborty *et al*[15] studied CT images from 103 patients confirmed with IPMN using SVM and random forest methods. The random forest algorithm had better results in extracting the features of the IPMN lesions. These authors experimentally developed an architecture designed for predicting high-risk patients with IPMN, but their method lacked independent validation. Additional limitations include its retrospective nature, the need for manual segmentation of the lesion and the pancreas, and the use of small datasets. Pancreatic cystic lesions were identified on 2.6% of the abdominal CT scans, with 25% of all lesions being diagnosed as IPMN and approximately one-third being associated with invasive carcinoma. The criteria for establishing whether IPMNs are at low or high risk of harboring malignancy are limited. Distinguishing between these two lesions is important, as low-risk patients are recommended to undergo surveillance, while high-risk patients should undergo surgical resection[1,16].

Alves *et al*[8] performed a study on the contrast-enhanced CT scans from 119 PDAC patients and 123 patients without PDAC. PDAC was detected using a self-configuring framework for medical segmentation, NNU net, focusing on small lesions and assigning a label of tumor or nontumor. Their results showed that DL models can diagnose early PDAC lesions, but the study included only tumors of the pancreatic head and required resources for the manual labeling of PDAC images[8].

In an attempt to use AI as a prediction model for early PDAC diagnosis, Qureshi *et al*[4] used three types of radiomics features from CT scans. Two types belonged to the same patients but were executed (one before and one after the diagnosis was histopathologically confirmed) and another type was extracted from normal subjects. The prediagnostic CT scans of the patients were obtained 6 mo to 3 years before the PC was identified. In their study, Qureshi *et al*[4] analyzed 108 CT scans from 72 patients classified into two datasets, an internal dataset consisting of 66 contrast-enhanced abdominal CT scans for building the model, and an external dataset consisting of 42 scans for validation. A naïve Bayes classifier was trained to perform automatic classification of the CT scans of two groups, one representing the healthy control group and the other the prediagnostic group. A total of 4000 radiomics features were extracted from each of the 66 scans with the aim of identifying patterns in the images obtained before and after the PC diagnosis. The study concluded that prediagnostic CT images provided sufficient information to validate the contribution of AI in predicting patients at risk of PDAC, but further studies are needed to address the potential overfitting due to the limited dataset used[4].

A retrospective study on 6084 contrast-enhanced CT images in patients with histopathologically confirmed PDAC used a Faster R-CNN model to develop an automatic system for automatically diagnosing PC. The AI produced its diagnoses in 3 s, shorter than the 8 min required by the image specialist. The limitations of this study were as follows: It was a retrospective study of patients with PC diagnosis pathologically confirmed from a single center, normal patients and those with benign lesions were excluded, and it did not have external validation[37].

Sekaran *et al*[22] proposed a DL network by analyzing a dataset consisting of 19000 radiomics features from 82 abdominal CT images. The method involved a Gaussian mixture model with an EM algorithm and a DL CNN. They proposed a lump recognition algorithm, with the input or region of interest being the area in which the growth of a lump is detected. Each layer of the CNN extracts features of this region to build a model for assessing the features of the lump in terms of size, shape, and weight. Their results were able to help the patients by identifying the rate of spread of the tumor in the head of the pancreas after diagnosis and treatment. This study was limited by the fact that the tumors were analyzed in only one part of the pancreas, the head.

Liu *et al*[28] used two datasets, one consisting of 471 patients, 355 with histopathologically diagnosed or cytologically confirmed PC, and the other for external and internal validation. The control set participants had no pancreatic lesions at the time when the CT scan was performed. The study was conducted in the patch and patient levels. In the patch-based analysis, the region of interest was processed into patches, and the patients were classified as having or not having PC using a modified CNN model from the Visual Geometry Group. For the patient-based approach, age, sex, and tumor stage and size were taken into consideration. This study designed a CNN-based algorithm for classifying patients with or without PC by using CT scans, with an accuracy of 99%. Additionally, their method ensured avoidance of overfitting by using training and validation datasets that were sufficiently different but included patients of different races and ethnicities, preprocessing CT images into patches, and using data augmentation methods such as moving windows and flipping. Radiologists were provided with the clinical data of the PC patients, and the CNN had no information. The patches used for training the CNN were segmented by the radiologists. The limitations of these results were manual labeling of pancreatic images with a modest sample size and only Asian participants from a single institution.

Cardobi *et al*[38] found that a CNN-based analysis on CT images for identifying malignancies in IPMNs showed a sensitivity, specificity, and accuracy in the classification of tumors of 95.7%, 92.6%, and 94.0%, respectively. Additionally, AI algorithm models built for the segmentation of the pancreas and used to determine the pancreas volume in autoimmune pancreatitis were 2.38 times faster than manual approaches[38].

***AI algorithms for diagnosing PC using tumor markers, images from histopathological slides, and epidemiologic data***

Studies using neural networks for the analysis of tumor markers for PC diagnosis have shown that the diagnostic performance of a single marker is lower than that of the AI model multiple for tumor marker analysis. Detecting the values of only one of CA19-9, CEA, and CA125 for PC diagnosis with AI has a low sensitivity[39]. In a mouse model, Serrao *et al*[39] measured the concentrations of alanine and lactate and the activities of lactate dehydrogenase and alanine aminotransferase in the pancreas of animals with different lesions ranging from pancreatitis to tumors. Their method used metabolic magnetic resonance spectroscopic imaging with hyperpolarized [1-13C] pyruvate for detecting and monitoring the progression of PC precursor lesions. Their results were able to distinguish pancreases with predominantly low-grade PanIN from tissue with high-grade PanIN and tumors. However, the studied animals had a small pancreas, and the high-grade PanINs occupied approximately 40% of the tissue. The human pancreas is larger than that of mice, and these lesions are usually small, so additional data are needed before this method can be used for human patients[18,32]. A new field of liquid biopsies offers data available from biomarkers such as exosomes, proteomes, proteins, cell-free DNA, and circulating microRNA that can be analyzed using AI methods for the early diagnosis of PC[24].

With the development of ML, digital medical imaging can play a role in assisting with diagnosis based on histopathological images. Today, it is possible to digitize glass slides using whole-slide imaging. AI techniques have been applied in pathology slide analysis for prostate and breast cancers. For these methods, a high-resolution digital image of the tissue from the glass slide is obtained by using a specialized scanner; the images are then analyzed by AI methods. Currently, however, only a few studies have investigated the use of AI on physical PC specimens. With an ANN algorithm, an overall accuracy of 77% was obtained in the reclassification of specimens as malignant or benign[25]. A study using a deep CNN on histopathological images of PDAC achieved a 95.3% classification accuracy by examining a total of 231 tissue samples from 171 PC and 60 normal pancreas slides using whole-slide imaging and image augmentation techniques[40]. Sehmi *et al*[41] developed DL models for grading PC from pathology slides that had a 95.61% classification accuracy. Naito *et al*[42] trained a DL method to assess PDAC on endoscopic ultrasonography-guided fine-needle biopsies and obtained a model that was able to detect small amounts of cancer cells in difficult cases. Cutting-edge digital pathology tools that can scan, analyze, and store data from an entire tissue sample continue to be developed[23].

Si *et al*[43] proposed a fully end-to-end deep-learning-based (FEE-DL) algorithm for the automatic diagnosis of different types of PCs. A total of 284 PCs, such as IPMN, PNET, serous cystic neoplasms, and a group labeled “other”-represented by gallbladder tumors, cholangiocarcinoma, ampullary carcinomas, duodenal cancer and metastasis-was investigated. The dataset was augmented using random elastic brightness, random contrast, random elastic transformation, and random cropping. The FEE-DL consisted of a tree connected subnetwork: ResNet18 for recognizing images containing the pancreas, U-Net-32 for making predictions on each image for pancreas segmentation, and ResNet34 for diagnosing pancreatic tumors. This model had an average accuracy of 82.7% for all tumor types, with a 100% accuracy in identifying IPMN and 87.6% for PDAC on a dataset that included 347 patients following four stages: Image screening, pancreas location, pancreas segmentation, and PC diagnosis. The FEE-DL algorithm independently identified different histologic types of PC with precise results in detecting PDAC and IPMN.

Muhammad *et al*[18] designed an ANN method to predict PC based on a study of a total of 18 personal health features (age, diabetes, smoking, exercise status, alcohol consumption, and family history of PC) from 800114 participants, including 898 with PC. Their results showed that the risk of PC can be predicted and stratified using an ANN that analyzes easily obtainable personal health features with an 80.7% sensitivity and 80.7% specificity. This study used two broad data sources: The National Health Interview Survey, established in the United States to monitor the general health status of the population with 131 PC patients from 645217 respondents, and the Prostate, Lung, Colorectal and Ovarian screening program, including 797 PC patients from 154897 participants[18].

Lee *et al*[44] developed a CNN predictive model for PC using data from the Taiwan Health Insurance database, which covers 99.98% of the population of the region. A total of 3690 subjects were selected, 2952 of whom presented with risk factors associated with PC, including pancreatitis, diabetes, peptic ulcer, cholangitis, hepatitis, periodontal disease, sleep disorders, and fasciitis, but factors obtained from the subjects’ medical history were further added. Finally, 74 candidate factors were included in this study; 738 patients had PC, and 2214 subjects representing the control group were cancer-free. This study constructed a PC prediction model with an accuracy higher than that of previous studies using nine key independent predictors: Abdominal pain, peptic ulcer, flatulence, gastritis, abnormal gastric function, hepatitis, sleep disorders, cholangitis, and pancreatitis.

**Future perspectives**

For PC, a cost-effective screening method for early lesions is needed. AI models developed for a diverse group of patients from high-risk PDAC cohorts belonging to broad datasets from different sources can be of great use for improving PDAC treatment outcomes and enhancing diagnostic precision. AI methods represent a needed step to reach a standardized interpretation of patient data and investigations while reducing human bias or error. For this, a wide range of data from different sources is necessary. All of these data have a central role in training AI methods in diagnosing PC and establishing the most accurate algorithm to be used for such a diagnosis. Correlations can be made through AI algorithms by expanding the image and electronic medical record databases, which will significantly improve the diagnostic accuracy and provide an early diagnosis for PC patients, thereby producing a better prognosis and more effective therapy. AI creates a common ground in diagnosing PC that can be standardized and used for the general population. Such an AI model should contain a combination of biomarkers, medical data, and imaging data obtained by alternating CT, EUS, and MRI testing so that maximized accuracy and early diagnosis with noninvasive techniques can be achieved.

The coronavirus disease 2019 pandemic has produced a model for forming an international infrastructure that can be studied with AI algorithms and even used for predicting and early diagnosing cancers. The collaboration between scientists and academic centers has shown that humans from different countries and continents can work together to share information in a common attempt to save lives while creating a vast database. This will require resources, global solidarity, and support investment in medical infrastructures worldwide. However, the need to develop health infrastructure and multidisciplinary research studies is crucial, as the pandemic situation has already shown.

**CONCLUSION**

Our analysis of the current diagnostic methods for detecting PC noninvasively with an emphasis on early lesions has revealed a series of common features and limitations: Published studies about predicting early lesions in PC are lacking. For PC diagnosis, noninvasive tests such as imaging, tumor marker analysis, and population-based studies can be used to train AI algorithms to identify features, patterns, and subtle changes that can help classify pancreatic lesions and build predictive models that can improve the awareness of the risk of pancreatic neoplasia. Published studies typically included only small samples from a limited number of cases. The analysis of these studies focused mostly on just one type of investigation (radiomics features, personal data, biomarkers, or genomic features without making correlations between all the data that a physician analyses for a diagnosis of PC in a specific patient). A high percentage of the studies only performed internal validation, so bias and overfitting can constitute a problem when generalizing their conclusions. Commonly, for machine diagnosis, the mechanism that generates the output is not clearly explained, so assessing how a specific AI algorithm makes its final diagnosis remains controversial. AI algorithms for assessing pancreatic volumes with and without tumors are time- and cost-consuming that are usually run manually and in direct relation with the radiologist’s experience. Finding an AI-driven automated volumetric segmentation algorithm is difficult because of the variations in shape, the shallowness of the boundaries, and the small size of the pancreas. Pancreatic tumors smaller than 2 cm frequently have inconspicuous borders with high similarity to the surrounding tissues on radiomics analysis, making early lesion diagnosis challenging. However, AI methods have the potential to improve accuracy and support clinical decisions for the preoperative diagnosis of pancreatic lesions and to aid in the surgical management and prognosis of PC.
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**Figure Legends**



**Figure 1 Article selection algorithm for the study.** A total of 97 studies and reviews were identified with key words; 86 papers remained after removing duplicates; 34 eligible studies were finally included: 24 on the current status of artificial intelligence (AI) diagnostic methods for pancreatic cancer (PC) and 10 discussing the implications of AI algorithms in early PC and prediction. AI: Artificial intelligence; PC: Pancreatic cancer.



**Figure 2 Pancreatic cancer prediction methods for diagnosing early lesions.** AI: Artificial intelligence; ML: Machine learning; DL: Deep learning; DRL: Deep reinforcement learning; PC: Pancreatic cancer; CT: Computed tomography; EUS: Endoscopic ultrasound; MRI: Magnetic resonance imaging.



**Figure 3 Artificial intelligence leading concepts for pancreatic cancer diagnosis.** Input data: Imaging, endoscopic, and histopathologic data and tumor markers; artificial intelligence with machine learning and deep learning; output data: Diagnosing pancreatic cancer.

**Table 1 Studies exploring artificial intelligence algorithms for the diagnosis of early lesions and prediction of pancreatic cancer**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Ref.** | **Purpose of the model** | **Type of study** | **Type of model** | **Input data** | **Type of validation** | **No. cases** |
| Qureshi *et al*[19], 2022 | Identifying predictive features on prediagnostic CT scans for PDAC | Retrospective | NB | 4000 radiomics from CT | External | 72 (36 with PC) |
| Sekaran *et al*[22], 2020 | Predicting PC | Retrospective | CNN | 19000 images from CT | Internal | 80 (NS) |
| Chen *et al*[36], 2018 | Identification and classification methods for PC on MRI | Retrospective | CNN | 863 images from MRI | Internal | 40 (20 with PC) |
| Muhammad *et al*[18], 2019 | Prediction of PC risk | Retrospective | CNN | 18 features of epidemiologic and clinical data | External | 800144 (898 with PC) |
| Alves *et al*[8], 2022 | Detection and localization of small PDAC lesions on contrast-enhanced CT | Retrospective | DL | 242 images from CT-CE | External | 242 (119 with PC) |
| Kuwahara *et al*[35], 2019 | Investigate the value of EUS in predicting malignancy in IPMN | Retrospective | CNN | 3970 radiomics from EUS | Internal | 50 (23 malignant) |
| Hussein *et al*[3], 2019 | Identification of IPMN | Retrospective | CAD | 171 MRI images | Internal | 171 (133 IMPN) |
| Chakraborty *et al*[15], 2018 | Identification of high-risk IPMN | Retrospective | SVM  | 103 CT images | Internal | 103 (27 high-risk IMPN) |
| Liu *et al*[28], 2020 | Classifying images as cancerous or noncancerous PC | Retrospective | CNN | 21105 CT images | Internal and external | 1242 (752 with PC) |
| Lee *et al*[44], 2022 | Prediction of risk for PC | Retrospective | DNN | 9 factors | Internal and external | 2952 (738 with PC) |

NB: Naïve Bayes; CT: Computed tomography; CNN: Convoluted neural network; PDAC: Pancreatic ductal adenocarcinoma; PC: Pancreatic cancer; NS: No specification; DL: Deep learning; EUS: Endoscopic ultrasound; IMPN: Intraductal papillary mucinous neoplasms; CAD: Computer-aided diagnosis; SVM: Support vector machine; MRI: Magnetic resonance imaging; DNN: Deep neural network.
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