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Abstract
BACKGROUND 
Geriatric hip fractures are one of the most common fractures in elderly 
individuals, and prolonged hospital stays increase the risk of death and complic-
ations. Machine learning (ML) has become prevalent in clinical data processing 
and predictive models. This study aims to develop ML models for predicting 
extended length of stay (eLOS) among geriatric patients with hip fractures and to 
identify the associated risk factors.

AIM 
To develop ML models for predicting the eLOS among geriatric patients with hip 
fractures, identify associated risk factors, and compare the performance of each 
model.

METHODS 
A retrospective study was conducted at a single orthopaedic trauma centre, 
enrolling all patients who underwent hip fracture surgery between January 2018 
and December 2022. The study collected various patient characteristics, encom-
passing demographic data, general health status, injury-related data, laboratory 
examinations, surgery-related data, and length of stay. Features that exhibited 
significant differences in univariate analysis were integrated into the ML model 
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establishment and subsequently cross-verified. The study compared the performance of the ML models and 
determined the risk factors for eLOS.

RESULTS 
The study included 763 patients, with 380 experiencing eLOS. Among the models, the decision tree, random forest, 
and extreme Gradient Boosting models demonstrated the most robust performance. Notably, the artificial neural 
network model also exhibited impressive results. After cross-validation, the support vector machine and logistic 
regression models demonstrated superior performance. Predictors for eLOS included delayed surgery, D-dimer 
level, American Society of Anaesthesiologists (ASA) classification, type of surgery, and sex.

CONCLUSION 
ML proved to be highly accurate in predicting the eLOS for geriatric patients with hip fractures. The identified key 
risk factors were delayed surgery, D-dimer level, ASA classification, type of surgery, and sex. This valuable 
information can aid clinicians in allocating resources more efficiently to meet patient demand effectively.

Key Words: Machine learning; Extended length of stay; Hip fracture; Enhanced recovery after surgery; Risk factors

©The Author(s) 2023. Published by Baishideng Publishing Group Inc. All rights reserved.

Core Tip: Traditional models have been built to identify risk factors for extended length of stay (eLOS), offering new insights 
for optimizing treatment for hip fracture patients under the enhanced recovery after surgery concept. However, these 
traditional statistical methods suffer from poor performance and lack of features. Machine learning (ML) is a scientific 
discipline focused on teaching computers to learn from data, showing superior predictive performance compared to 
traditional methods. This study aims to develop ML models for predicting eLOS among geriatric patients with hip fractures, 
identify associated risk factors, and compare the performance of each model.

Citation: Tian CW, Chen XX, Shi L, Zhu HY, Dai GC, Chen H, Rui YF. Machine learning applications for the prediction of extended 
length of stay in geriatric hip fracture patients. World J Orthop 2023; 14(10): 741-754
URL: https://www.wjgnet.com/2218-5836/full/v14/i10/741.htm
DOI: https://dx.doi.org/10.5312/wjo.v14.i10.741

INTRODUCTION
Hip fractures have become more prevalent as the global geriatric population increases[1]. They are associated with higher 
incidence, mortality, and disability, significantly impacting the quality of life of affected individuals[2,3]. Prolonged 
length of stay (LOS) not only places a financial burden on patients but also elevates the risk of mortality and complic-
ations[4]. Enhanced recovery after surgery (ERAS) refers to the integration of perioperative concepts using evidence-
based medicine tools to reduce surgical stress and complications, shorten hospital stays, lower financial costs, and hasten 
postoperative recovery[5-7]. Based on this concept, Andrew et al[8] developed a logistic regression (LR) model to identify 
risk factors for extended length of stay (eLOS), offering new insights for optimizing treatment for hip fracture patients. 
However, traditional statistical methods suffer from poor performance and lack of features.

Machine learning (ML) is a scientific discipline focused on teaching computers to learn from data[9]. In recent times, 
ML has shown superior predictive performance compared to traditional methods and has found extensive application in 
clinical data processing and predictive modelling[10,11]. Mijwil and Aggarwal[12] enhanced the ML based estimation 
method for detecting acute appendicitis in individuals, achieving high accuracy. In the context of hip fractures among 
geriatric individuals, Oosterhoff et al[13] and Shtar et al[14] established ML models to predict prognosis and mortality, 
enhancing clinician decision-making ability. With the establishment of a clinical database for elderly hip fracture patients 
and advancements in ML algorithms, predicting the eLOS for this patient group through ML has become feasible.

This study aims to develop ML models for predicting the eLOS among geriatric patients with hip fractures, identify 
associated risk factors, and compare the performance of each model.

MATERIALS AND METHODS
Study design, setting and population
A retrospective study was conducted at a single orthopaedic trauma centre between January 2018 and December 2022. 
The study employed specific inclusion and exclusion criteria as follows inclusion criteria: (1) Age older than 60 years at 
the time of injury; (2) confirmed diagnosis of hip fracture; and (3) hospitalization at our centre. The study employed 
specific inclusion and exclusion criteria as follows exclusion criteria: (1) Admission with multiple fractures, pathological 

https://www.wjgnet.com/2218-5836/full/v14/i10/741.htm
https://dx.doi.org/10.5312/wjo.v14.i10.741
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fractures, or fractures around the prosthesis; (2) receipt of conservative treatment due to severe comorbidities; and (3) 
presence of missing data.

The enrolled patients had a median hospital stay of 9.5 d. Based on this median LOS, the patients were retrospectively 
divided into two groups: None LOS (LOS ≤ 9.5 d, n = 383, 50.2%) and eLOS (LOS > 9.5 d, n = 380, 49.8%).

Perioperative treatment and surgical procedure
All patients underwent comprehensive perioperative assessments to ensure standardized diagnosis and treatment. Our 
centre boasts a multidisciplinary team comprising geriatricians, anaesthetists, and intensive care unit (ICU) doctors who 
collaborate to review the perioperative care of patients with comorbidities[15]. Upon admission, a rapid preoperative risk 
assessment is performed, considering the patient’s physical condition and specific needs. Subsequently, an individualized 
treatment plan is promptly devised. For patients requiring surgical intervention, a consistent surgical team oversees all 
procedures. Patients with femoral neck fractures receive surgical treatments such as total hip arthroplasty (THA), 
hemiarthroplasty of the hip, or internal fixation. Those with intertrochanteric fractures undergo surgical treatment, such 
as internal fixation. Throughout the surgery, the patient's temperature, blood volume, and haemodynamics are meticu-
lously managed with the collaborative efforts of anaesthesia and surgical nurses.

Data collection
Data for the study were retrospectively gathered from electronic patient records at the institution. Demographic data 
encompassed sex, age, body mass index, general health status categorized by the American Society of Anaesthesiologists 
(ASA) classification, history of smoking, oral anticoagulant use, and comorbidities[16]. Injury-related data included 
fracture type, time from injury to admission, and the day of admission. Surgery-related data consisted of the type of 
surgery, anaesthesia used, ICU transfer, time to surgery, duration of surgery, intraoperative blood loss, and transfusion. 
Laboratory examinations conducted at admission and after surgery were also collected. Age was stratified into 60-85 and 
> 85 age groups; ASA classification was grouped as I-II and III-IV; admission day was grouped into Monday to Thursday 
and Friday to Sunday; injury time was stratified into ≤ 24 and > 24 h; and delayed surgery was defined as an operation 
performed more than 48 h after admission. Laboratory examinations were stratified according to normal values.

ML and statistical analysis
In the study, normally distributed data are presented as the means and standard deviations. Nonnormally distributed 
variables were expressed as medians along with their interquartile ranges. Categorical variables are represented as counts 
and percentages. To analyse the overall data, continuous variables were subjected to Student’s t test or the 
Mann–Whitney U test, depending on their distribution. Categorical variables were analysed using the chi-square test, as 
appropriate. Variables showing significant differences in the univariate analysis were selected and included in the 
establishment of the ML model.

The predictive eLOS ML model was established according to the selected features, including basic algorithms for LR, 
decision tree (DT), random forest (RF), support vector machine (SVM), naïve Bayes, K-nearest neighbour, eXtreme 
Gradient Boosting (XGBoost) and artificial neural network (ANN) models. Next, we used a Shapley Additive 
Interpretation (SHAP) summary plot to determine the relationship between the eLOS and its main predictors in each 
model. Each ML model was integrated to ascertain feature importance. Then, the original data were split into a training 
set and a test set (training: test = 7:3), and 10-fold cross-validation was carried out. The accuracy score, precision score, 
recall score, F1 score, receiver operating characteristic (ROC) curve and area under the ROC curve (AUC) were used to 
evaluate the performance of the ML model of the original data and cross-validation. All statistical analyses were 
conducted using Python (version 3.8.2, Python Software Foundation, https://www.python.org) and the sklearn package 
(version 0.24.1). A 2-sided P value < 0.05 was considered significant. The flow diagram of the research process is shown in 
Figure 1.

RESULTS
Population and patient characteristics
Overall, 763 patients were enrolled in the final analysis; patients were divided into none LOS (n = 383) and eLOS (n = 380) 
groups based on LOS. The characteristics of the two groups are compared in Table 1. Univariate analysis showed that 
there were significant differences in sex, fracture type, ASA classification, admission day, injury to admission time, 
hypertension, diabetes, cerebral infarction, deep venous thrombosis (DVT), delayed surgery, THA, reduction and 
fixation, aspartate aminotransferase and D-dimer levels and aortic velocity at admission between the two groups (P < 
0.05).

Establishment and evaluation of the ML model in the original data
We used 8 ML models to evaluate the predictors of LOS in the original data. Figure 2 shows the ROC curve, and Table 2 
shows the performance indicators of each model. The tree models, including the DT (accuracy = 0.924, AUC = 0.988), RF 
(accuracy = 0.924, AUC = 0.985) and XGBoost (accuracy = 0.912, AUC = 0.976) models, showed stronger performance 
among the models. In addition, the performance of the ANN (accuracy = 0.886, AUC = 0.963) model was impressive.

https://www.python.org
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Table 1 Baseline data comparison. Counts (%) unless otherwise specified

Features Non-eLOS (n = 383) eLOS (n = 380) Statistic (t/χ2 ) P value

Sex 5.418 0.020

Male 107 (27.9) 136 (35.8)

Female 276 (72.1) 244 (64.2)

Age (yr) 0.096 0.757

60-85 255 (66.6) 257 (67.6)

> 85 128 (33.4) 123 (32.4)

BMI (kg/m2) 2.578 0.461

< 18.5 48 (12.5) 44 (11.6)

18.5-24.9 220 (57.4) 239 (62.9)

25.0-29.9 99 (25.8) 82 (21.6)

> 30.0 16 (4.2) 15 (3.9)

Fracture type 20.516 P < 0.001

Femoral neck fracture 165 (43.1) 226 (59.5)

Intertrochanteric fracture 218 (56.9) 154 (40.5)

ASA classification 20.313 P < 0.001

I-II 197 (51.4) 134 (35.3)

III-IV 186 (48.6) 246 (64.7)

Admission time 5.340 0.021

Monday to Thursday 248 (64.8) 215 (56.6)

Friday to Sunday 135 (35.2) 165 (43.2)

Time from injury to admission 5.513 0.019

≤ 24 h 322 (84.1) 294 (77.4)

> 24 h 61 (15.9) 86 (22.6)

Comorbidities 3.99  2.22 4.19  2.25 1.221 0.223

Hypertension 207 (54.0) 245 (64.5) 8.588 0.003

Diabetes 85 (22.2) 112 (29.5) 5.279 0.022

ACS 59 (15.4) 66 (17.4) 0.537 0.464

Cerebral infarction 120 (31.3) 150 (39.5) 5.531 0.019

AKI 8 (2.1) 17 (4.5) 3.423 0.064

DVT 66 (17.2) 91 (23.9) 5.263 0.022

History of smoking 14 (3.4) 17 (4.5) 0.328 0.567

Oral anticoagulant use 71 (18.5) 71 (18.7) 0.003 0.959

History of fracture 77 (20.1) 83 (21.8) 0.348 0.556

Hip fracture 21 (5.5) 29 (7.6) 1.438 0.230

Lumbar fracture 25 (6.5) 24 (6.3) 0.014 0.905

Delayed surgery 153 (39.9) 267 (70.3) 70.842 P < 0.001

Type of surgery

THA 52 (13.6) 95 (25.0) 16.002 P < 0.001

HHA 106 (27.7) 127 (33.4) 2.968 0.085

Reduction and fixation 225 (58.7) 158 (41.6) 22.488 P < 0.001

Duration of surgery 96.62 ± 27.83 118.43 ± 24.32 1.743 0.082
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Intraoperative blood loss 164.54 ± 85.26 162.33 ± 104.20 -0.321 0.748

Blood transfusion 127 (33.2) 132 (34.7) 0.212 0.645

ICU transfer 103 (26.9) 111 (29.2) 0.508 0.476

Type of anaesthesia 0.769 0.380

General 336 (87.7) 341 (89.7)

Regional 47 (12.3) 39 (10.3)

Heart rate at admission (60-100) 339 (88.5) 331 (87.1) 0.353 0.553

Laboratory examination at admission

RBC (≥ 4.3) 86 (22.5) 87 (22.9) 0.021 0.884

WBC (3.5-9.5) 208 (54.3) 217 (57.1) 0.605 0.437

Hb (≥ 110) 251 (65.5) 268 (70.5) 2.184 0.139

PLT (125-350) 321 (83.8) 306 (80.5) 1.406 0.236

N (40-75) 65 (17.0) 81 (21.3) 2.327 0.127

HCT (≥ 40) 82 (21.4) 65 (17.1) 2.272 0.132

K (3.5-5.1) 260 (67.9) 265 (69.7) 0.305 0.581

Ca (≥ 2.1) 257 (67.1) 260 (68.4) 0.152 0.697

Na (137-145) 248 (64.8) 229 (60.3) 1.640 0.200

ALB (30-40) 233 (60.8) 243 (63.9) 0.787 0.375

ALT (9-50) 347 (90.5) 342 (90.0) 0.079 0.779

AST (15-40) 338 (88.3) 316 (83.2) 4.040 0.044

LDH (120-246) 188 (49.1) 179 (47.1) 3.000 0.584

BUN (3.6-9.5) 304 (79.4) 302 (79.5) 0.001 0.973

Cr (58-110) 205 (53.5) 221 (58.2) 1.660 0.198

PT (9.4-12.5) 77 (20.1) 93 (24.5) 2.103 0.147

APTT (25.1-36.5) 326 (85.1) 331 (87.1) 0.630 0.427

INR (0.8-1.2) 311 (81.2) 304 (80.0) 0.176 0.675

FIB (2.38-4.98) 344 (89.8) 344 (90.5) 0.108 0.742

D-dimer (≤ 6500) 218 (56.9) 165 (43.4) 13.902 P < 0.001

Cardiac colour ultrasound at 
admission

AV (≥ 1.0) 367 (95.8) 347 (91.3) 6.446 0.011

EF (≥ 70) 208 (54.3) 217 (57.1) 0.605 0.437

Laboratory examination after surgery

Hb (≥ 110) 87 (22.7) 92 (24.2) 0.237 0.626

ALB (30-40) 310 (80.9) 303 (79.7) 0.175 0.676

Cr (58-110) 222 (58.0) 232 (61.1) 0.755 0.385

BMI: Body mass index; ASA: American society of anaesthesiologists; ACS: Acute coronary syndromes; AKI: Acute kidneyinjury; DVT: Deep venous 
thrombosis; THA: Total hip arthroplasty; HHA: Hip hemiarthroplasty; ICU: Intensive care unit; RBC: Red blood cell; WBC: White blood cell; Hb: 
Hemoglobin; PLT: Platelets; N: Neutrophile granulocyte; HCT: Hematocrit; K: Kalium; Ca: Calcium; Na: Natrium; ALB: Albumin; ALT: Alanine 
aminotransferase; AST: Aspartate aminotransferase; LDH: Lactate dehydrogenase; BUN: Blood urea nitrogen; Cr: Creatinine; PT: Prothrombin time; APTT: 
Activated partial thromboplastin time; INR: International normalized ratio; FIB: Fibrinogen; AV: Aortic velocity; EF: Ejection fraction.
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Table 2 Evaluation of machine learning models in the original data

Model name Accuracy Precision Recall F1 score AUC

LR 0.680 0.680 0.676 0.678 0.747

DT 0.924 0.994 0.853 0.918 0.988

RF 0.924 0.940 0.905 0.922 0.985

SVM 0.651 0.636 0.703 0.667 0.739

NB 0.657 0.676 0.598 0.634 0.709

KNN 0.747 0.748 0.742 0.745 0.828

XGB 0.912 0.941 0.879 0.901 0.976

ANN 0.886 0.899 0.868 0.883 0.963

AUC: Area under curve; LR: Logistic regression; DT: Decision tree; RF: Random forest; SVM: Support vector machine; NB: Naïve bayes; KNN: K-nearest 
Neighbour; XGB: eXtreme Gradient Boosting; ANN: Artificial neural network.

Figure 1 The flow diagram of the research process. LOS: Length of stay; LR: Logistic regression; DT: Decision tree; RF: Random forest; SVC: Support 
vector classifier; NB: Naïve bayes; KNN: K-nearest neighbour; XGB: eXtreme Gradient Boosting; ANN: Artificial neural network; ROC: Receiver operating 
characteristic; AUC: area under the receiver operating characteristic curve.

Feature importance
Figure 3 shows the results of the SHAP analysis. We can intuitively understand the importance of features in each model 
and the direction of their association with the eLOS. Then, we summarized the importance of the features output by each 
model. Figure 4 shows the feature weights in descending order; delayed surgery was the most important feature in eLOS 
prediction. The other most important features that influenced the prediction of the eLOS were D-dimer level, ASA classi-
fication, type of surgery and sex.

Evaluation of ML models after 10-fold cross-validation
We split the original data into training and test sets (training: test = 7:3) and carried out 10-fold cross-validation. Figure 5 
shows the ROC curve, and Table 3 indicates the performance indicators of each model after cross-validation. We found 
that the performance of the model decreased after cross-validation compared to the original data. The best results were 
found by using the SVM (accuracy = 0.664, AUC = 0.712) model. Furthermore, the LR (accuracy = 0.650, AUC = 0.650) 
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Table 3 Evaluation of machine learning models after 10-fold cross-validation

Model name Accuracy Precision Recall F1 score AUC

LR 0.650 0.643 0.668 0.655 0.650

DT 0.606 0.616 0.552 0.583 0.605

RF 0.619 0.618 0.613 0.616 0.619

SVM 0.664 0.656 0.659 0.658 0.712

NB 0.644 0.657 0.595 0.624 0.643

KNN 0.617 0.611 0.639 0.625 0.617

XGB 0.630 0.632 0.616 0.624 0.630

ANN 0.606 0.596 0.645 0.619 0.606

AUC: Area under curve; LR: Logistic regression; DT: Decision tree; RF: Random forest; SVM: Support vector machine; NB: Naïve bayes; KNN: K-nearest 
Neighbour; XGB: eXtreme Gradient Boosting; ANN: Artificial neural network.

Figure 2 Receiver operating characteristic curve for machine learning models in the original data. ROC: Receiver operating characteristic; LR: 
Logistic regression; DT: Decision tree; RF: Random forest; SVC: Support vector classifier; NB: Naïve Bayes; KNN: K-nearest Neighbour; XGB: eXtreme Gradient 
Boosting; ANN: Artificial neural network.

model showed good performance after cross-validation.

DISCUSSION
This study aimed to develop ML models for predicting eLOS in geriatric patients with hip fractures and to identify 
associated risk factors. Additionally, we assessed and compared the performance of each ML model. The DT and ANN 
models demonstrated the best performance with the original data. After cross-validation, the SVM and LR models also 
performed well.

Risk factors for eLOS among geriatric hip fracture patients
Although methods such as multidisciplinary management and ERAS have been shown to decrease LOS and lower 
inpatient hospitalization costs, geriatric hip fracture patients continue to be disproportionately large resource consumers
[8,17,18]. Long-term LOS not only results in inefficient use of medical resources but also increases the risk of complic-
ations among hip fracture patients[19]. In addition, the length of hospital stay varies greatly among healthcare systems
[17,18,20]. The identification of risk factors associated with the eLOS may be helpful in cost forecasting and patient 
management[21]. In our study, we used the median LOS to group the data.

In previous studies, delayed surgery was considered the key factor that affected LOS. A retrospective study by Pincus 
et al[22] showed that patients who underwent surgery 1 day after admission had a longer postoperative stay. Hecht et al
[23] developed a predictive model for LOS that showed that the prevention of reduced time to surgery was a significant 
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Figure 3 Shapley additive explanations summary plots of each model. A: Logistic regression; B: Decision tree; C: Random forest; D: Support vector 
classifier; E: Naïve bayes; F: K-nearest neighbour; G: eXtreme Gradient Boosting; H: Artificial neural network. ASA: American society of anaesthesiologists; THA: 
Total hip arthroplasty; DVT: Deep venous thrombosis; AST: Aspartate aminotransferase.

Figure 4 Comprehensive importance of features. ASA: American society of anaesthesiologists; AST: Aspartate aminotransferase.

predictor of reduced LOS. In addition, the authors suggested that ASA classification was a stronger predictor of LOS than 
the Charlson comorbidity index. Similar findings were shown by Kristan et al[24], who found that the eLOS was 
associated with delayed surgery, ASA classification, anticoagulant therapy and surgery type. Furthermore, a higher D-
dimer level, as a possible predictor of DVT, suggested that patients were at higher risk of thrombosis, which was also the 
cause of eLOS[25]. Our study achieved similar results to those described above. This result suggests that clinicians and 
multidisciplinary teams should continue to explore possible interventions to shorten LOS among hip fracture patients.

At the same time, our model identified male sex and fracture type as predictors of the eLOS. This is consistent with 
findings from the study by Garcia et al[26]. The results of their study showed that while the majority of hip fracture 
patients were female, male patients appeared to have a longer hospital stay. A meta-analysis by Haentjens et al[27] 
showed that male hip fracture patients had a higher risk of death, which appeared to be associated with more severe 
osteoporosis and a higher comorbidity burden among male patients with hip fractures[28]. In addition, patients with joint 
replacement surgery had higher functional requirements, which was why such patients took longer to stay and recover
[29,30]. However, some studies mentioned the influence of age and comorbidities on the eLOS, but these factors were not 
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Figure 5 Receiver operating characteristic curve for machine learning models after cross-validation. ROC: Receiver operating characteristic; LR: 
Logistic regression; DT: Decision tree; RF: Random forest; SVC: Support vector classifier; NB: Naïve bayes; KNN: K-nearest Neighbour; XGB: eXtreme Gradient 
Boosting; ANN: Artificial neural network.

identified by our model[24,27,30]. This might be due to changes in the management of hip fracture patients and the 
popularity of ERAS, which have allowed an increasing number of older patients with comorbidities to receive timely 
surgical treatment and rehabilitation guidance.

Predictive performance of ML models for eLOS
With the development of science and technology, ML is also being used in the field of medicine to improve patient 
outcomes and diagnostic accuracy[31]. Recently, ML has been widely used in the diagnosis, classification, identification 
and prognosis of hip fracture patients[32-34]. Promising results were obtained by Forssten et al[35], who used ML to 
predict 1-year mortality after hip fracture surgery, and by Galassi et al[36], who used ML to assess hip fracture risk. With 
the establishment of clinical databases, ML models will have better practical value in the future.

Most of the previous studies on the construction of prediction models were based on regression algorithms[9]. For 
binary clinical decision data, the tree model has a natural advantage[37]. The RF algorithm and the XGBoost integration 
algorithm also show similar results[38]. Based on gradient-boosted DTs, the XGBoost algorithm applied a second-order 
Taylor expansion to calculate the loss function and performed well in both computational speed and predictive precision
[39]. Previous studies have also demonstrated this point. Hou et al[40] used XGBoost to predict 30-d mortality for the 
medical information mart for intensive care III patients with sepsis-3 and obtained high accuracy. Noh et al[41] similarly 
achieved good accuracy in identifying the optimal features of gait parameters to predict fall risk among older adults by 
XGBoost. In the original data set of our research, the performance of the tree model was far superior to that of other 
models, which might be the result of overfitting. Through cross-verification, we found that the performance evaluation 
index of the tree model declined the most. With the continuous expansion of the sample size, the performance of the tree 
model would also be improved. However, the performance of the traditional binary classification algorithm was stable. In 
our study, the SVM and LR models had the best performance after cross-validation.

Recently, ANNs have become a new hotspot in ML development. An ANN is a kind of ML algorithm inspired by 
biological neural networks[10]. Figure 6 shows the computational flow of the ANN in our study (hidden layer size = 15, 
10, 10). The ANN contains nodes that communicate with other nodes via connections. Chen et al[42] showed that the 
ANN was more accurate than Cox regression in predicting mortality after hip fracture surgery. Using an ANN model can 
enable more appropriate and accurate processing of inputs that are incomplete or inputs that introduce noise[43,44]. 
Moreover, the results of Klemt et al[45] demonstrated its good application in binary data. In our research, the ANN model 
showed performance second only to that of the tree model in terms of original data and had considerable accuracy after 
cross-verification.

Strengths and limitations
This study conducted a novel experiment to develop and compare ML models for predicting eLOS among patients with 
hip fractures. Subsequently, risk factors for the eLOS were identified. The findings revealed that ML models outper-
formed traditional statistical methods in terms of accuracy. This provides clinicians with a valuable tool to efficiently 
identify populations at high risk of eLOS. By doing so, the diagnosis and treatment process can be optimized to reduce 
the LOS and allocate medical resources effectively, aligning with the ERAS concept.

However, there are several limitations to consider in our study. First, it was a single-centre study, and the length of 
hospital stay might vary significantly across different healthcare systems. Moreover, the high proportion of patients with 
ASA III-IV in our hospital indicates a higher prevalence of severe comorbidities and advanced disease compared to those 
treated in the community, leading to potential selection bias. Second, since this study aimed to establish ML models, the 
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Figure 6 Schematic diagram of an artificial neural network. ASA: American society of anaesthesiologists; eLOS: Extended length of stay; AST: Aspartate 
aminotransferase.

sample size might be relatively small, resulting in some ML models being prone to overfitting. As a result, the findings of 
this study should be further validated and made applicable to a broader population through multicentre and large-
sample studies.

CONCLUSION
In conclusion, we have effectively developed a highly accurate ML model for eLOS prediction in hip fracture patients. 
Notably, delayed surgery, elevated D-dimer levels, ASA classification, surgical type, and sex were significantly associated 
with the eLOS. By applying ML in clinical practice, we can optimize the diagnosis and treatment of elderly hip fracture 
patients, guide clinicians in decision-making, and allocate medical resources more efficiently.

ARTICLE HIGHLIGHTS
Research background
Geriatric hip fractures are a frequent occurrence and can lead to increased risks of complications and mortality during 
prolonged hospital stays. This study focuses on utilizing machine learning (ML) to create predictive models aimed at 
forecasting extended length of stay (eLOS) in elderly patients with hip fractures.

Research motivation
This research endeavor seeks to construct ML models to forecast eLOS in geriatric patients afflicted with hip fractures. 
Additionally, the study aims to discern the pertinent risk factors contributing to eLOS and conduct a comparative 
assessment of the performance of each developed model.

Research objectives
This research endeavors to construct ML models for the purpose of forecasting eLOS in geriatric patients who have 
suffered hip fractures. Furthermore, it seeks to discern the pertinent risk factors associated with this outcome and conduct 
a comparative analysis of the model performances. We have successfully formulated a highly precise ML model for the 
prediction of eLOS in patients with hip fractures. Significantly, factors such as delayed surgical intervention, elevated D-
dimer levels, American Society of Anaesthesiologists (ASA) classification, surgical procedure type, and gender exhibited 
notable associations with eLOS. The integration of ML into clinical settings holds the potential to enhance the diagnostic 
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and therapeutic processes for elderly hip fracture patients, assist clinicians in informed decision-making, and optimize 
the allocation of healthcare resources.

Research methods
A retrospective investigation was carried out at a sole orthopaedic trauma center, encompassing all individuals who 
underwent surgery for hip fractures from January 2018 to December 2022. This study compiled a comprehensive array of 
patient characteristics, encompassing demographics, general health status, injury-related information, laboratory results, 
surgical data, and length of hospital stay. Features that demonstrated significant distinctions in univariate analysis were 
incorporated into the development of ML models, which were subsequently subjected to cross-validation. The research 
then undertook a comparative assessment of the ML models’ performance and identified the risk factors associated with 
eLOS.

Research results
Incorporating a cohort of 763 patients, of which 380 experienced eLOS, the study evaluated the predictive performance of 
various ML models, with decision tree random forest, and eXtreme Gradient Boosting models emerging as the most 
robust. Additionally, the artificial neural network model demonstrated commendable results. Following cross-validation, 
the support vector machine and logistic regression models displayed superior predictive capabilities. Key predictors for 
eLOS encompassed delayed surgery, D-dimer levels, ASA classification, type of surgery, and gender.

Research conclusions
The application of ML yielded exceptional accuracy in forecasting eLOS among geriatric hip fracture patients. Notably, 
the study identified significant risk factors, including delayed surgery, D-dimer levels, ASA classification, surgical 
procedure type, and gender. This valuable insight has the potential to assist clinicians in optimizing resource allocation to 
meet patient demands more effectively.

Research perspectives
Future research in ML applications for predicting eLOS in geriatric hip fracture patients will likely focus on refining 
models, integrating them into clinical practice, ensuring interpretability, and addressing ethical and practical consider-
ations to enhance the utility and impact of these predictive tools in healthcare.
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