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**Abstract**

BACKGROUND

Colorectal cancer is a major public health problem, with 1.9 million new cases and 953000 deaths worldwide in 2020. Total mesorectal excision (TME) is the standard of care for the treatment of rectal cancer and is crucial to prevent local recurrence, but it is a technically challenging surgery. The use of artificial intelligence (AI) could help improve the performance and safety of TME surgery.

AIM

To review the literature on the use of AI and machine learning in rectal surgery and potential future developments.

METHODS

Online scientific databases were searched for articles on the use of AI in rectal cancer surgery between 2020 and 2023.

RESULTS

The literature search yielded 876 results, and only 13 studies were selected for review. The use of AI in rectal cancer surgery and specifically in TME is a rapidly evolving field. There are a number of different AI algorithms that have been developed for use in TME, including algorithms for instrument detection, anatomical structure identification, and image-guided navigation systems.

CONCLUSION

AI has the potential to revolutionize TME surgery by providing real-time surgical guidance, preventing complications, and improving training. However, further research is needed to fully understand the benefits and risks of AI in TME surgery.
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**Core Tip:** This review provided an overview of the current use of artificial intelligence methods in surgery and the latest findings on their use during total mesorectal excision dissection in rectal cancer procedures. It also discussed the main limitations of artificial intelligence in surgery and that it is still not used in clinical settings.

**INTRODUCTION**

Colorectal cancer is a significant public health concern, with 1.9 million new cases and 953000 deaths worldwide in 2020. It is the third most common cancer and the second leading cause of cancer-related deaths globally, according to GLOBOCAN data[1]. Despite advances in non-surgical treatment of colorectal cancer, oncological radical surgical excision of the primary tumor and locoregional lymph nodes represents the predominant aspect of curative treatment. Total mesorectal excision (TME) is a surgical technique that has become the standard of care for the treatment of rectal cancer and involves the complete removal of the rectum and surrounding tissues, including the mesorectum, the fatty tissue that surrounds the rectum. The technique was first introduced in the 1980s and has since been shown to improve local control of the disease and reduce the risk of recurrence, leading to better long-term outcomes for patients[2]. This surgery requires skill and expertise to achieve both oncological radicality and preservation of the presacral nerves responsible for continence and sexual function.

Incomplete TME is directly linked to local tumor recurrence and decreased overall survival. Curtis *et al*[3] demonstrated that surgeons in the top skill quartile consistently achieved superior-quality histopathological TME specimens, resulting in improved patient outcomes. Many countries are considering centralizing rectal cancer treatment for this reason. The application of adjunctive measures such as artificial intelligence (AI) could aid surgeons in performing an adequate TME. The effect is likely to be more pronounced in surgeons who are still at the beginning of their learning curve but may also be useful to orientate more experienced surgeons in challenging cases, such as cases of recurrent rectal cancer and patients who have previously received neoadjuvant treatment.

This review provided an overview of the current state of knowledge on the use of AI, specifically in the performance of a TME dissection, focusing on the scientific evidence that supports its use in the management of rectal cancer.

**MATERIALS AND METHODS**

A comprehensive literature search was conducted to identify relevant studies for this review. The search was performed using the PubMed electronic database, using the following search terms: “TME” OR “Total Mesorectal Excision” OR “Rectal Cancer Surgery” AND “Artificial Intelligence” OR “Machine Learning” OR “Deep Learning.” The search was limited to studies published between 2020 and 2023. Only articles published in English were included. Only studies addressing the use of AI in rectal cancer surgery and specifically in TME were selected.

**RESULTS**

The literature search yielded 876 results. Thirteen studies met our inclusion criteria. The selection flowchart is illustrated in Figure 1. In an initial screening, only the title and abstract of the papers were analyzed until we obtained 26 results. After reading the full text, only 13 studies were selected for review.

***Overview of AI in medicine***

AI is a technology that today encompasses several approaches, such as machine learning (ML), a complex set of mathematical algorithms that allow computers to learn through experience[4], deep learning (DL), or computer vision (CV). The concept of ML is to identify patterns and optimize their parameters to better solve a specific problem by analyzing large-scale datasets[5]. ML has shown encouraging results in the analysis of data such as texts, images, and videos. DL is a subfield of ML that uses multilayer artificial neural networks to draw pattern-based conclusions from input data[6]. In medicine, a large amount of data is visualized in the form of images, and CV is another subfield of ML, which trains machines to extract valuable information from images (*e.g.*, radiological and histopathological) and videos (*e.g.*, endoscopic and surgical videos)[7].

Several groups have developed radiological image processing algorithms to enable faster diagnoses, improve the visualization of pathologies, and recognize emergency situations[8-12]. Recent examples include DL-based algorithms to achieve accurate carotid artery stenosis detection and plaque classification using computed tomography angiography[11], 3D convolutional neural networks to automate tumor volumes using positron emission tomography computed tomography and magnetic resonance images[12], automatic detection of lymph node metastases in colon and head-and-neck cancer[13,14], and DL models for automatic classification of thyroid biopsies based on microscope images taken with a smartphone[15].

***AI in surgery***

Surgical data science describes an emerging field of research concerned with the collection and analysis of surgical data[16]. The application of AI technology in surgery was first studied by Gunn[17] in 1976, when he explored the possibility of diagnosing acute abdominal pain using computer analysis. Over the last two decades, interest in the application of AI in general and in colorectal surgery has increased. AI methods have been applied in multiple areas of colorectal surgery, preoperatively, intraoperatively, and postoperatively[18]. Preoperatively, AI can help diagnose and clinically classify patients as accurately as possible and offer a personalized treatment plan. Postoperatively, it can integrate the pathway to better recovery after surgery, automate pathology assessment, and support research. All these elements contribute to improved patient outcomes and provide promising results.

Intraoperatively, it could help improve the surgeon’s skills during laparoscopic and robotic procedures. The development of AI-based systems could support anatomy detection and trigger alerts, providing surgical guidance on dangerous actions at crucial stages and improving surgeons’ decision-making. ML algorithms have been used to identify surgical instruments as they enter the surgical field and the identification of anatomical landmarks such as vascular and nervous structures and organs[19]. This is achieved using methods that first assess the presence and second analyze the movement pattern of surgical instruments and/or by automatic assessment of surgical phases[20]. In 2022, the work of Mascagni *et al*[21] developed a DL model that automatically segments the hepatocystic triangle and automatically determines compliance with the critical view of safety criteria during laparoscopic cholecystectomy, with the aim of reducing bile duct injuries.

Although this is an evolving field, it is important to point out that AI-based assistance during surgery is still at an embryonic stage, and its developments, such as video segmentation and automatic detection of instruments, have so far shown little benefit, as no AI algorithm has yet been approved for clinical use.

AI in surgery focuses on training neural networks. This process starts with splitting the data into two main parts: the training data and the test data. The training data is a predetermined part of the overall data from which the network learns most of its information. The test data is used to see how well the network can apply what it has learned to new, unseen data. The neural network is then fine-tuned through a validation dataset, evaluating various hyperparameters so that the network can estimate the spectrum of data that it may receive.

The DL task can be divided into three categories depending on the type of output expected from the network: (1) Classification. The task of categorizing a given input into two or more possible classes. For example, a classification model could be used to identify the type of tissue in a medical image; (2) Detection. The task of identifying and localizing an object of interest in an image. For example, a detection model could be used to identify and track the surgical tools in a video; and (3) Segmentation. The task of assigning a label to each pixel in an image. For example, a segmentation model could be used to identify the different organs in a medical image. Surgical phase and tool detection models are two early examples of DL for surgical applications[20]. These models have been used to improve the accuracy and efficiency of surgical procedures.

The ML process used in surgical applications can be generally outlined with the following steps (Figure 2): (1) Obtaining an appropriate dataset. The dataset should contain surgical images linked to clinical outcomes. In some cases, a simple and effective way to verify that the data is sufficiently informative is to ask an expert to look at the data and perform the same task proposed for the model. People without medical education could correctly annotate the presence or absence of tools in images. However, the same cannot be said for annotating surgical phases, as this requires surgical understanding and a common definition of what exactly defines and delineates phases; (2) Pre-processing of data. This may include cleaning the data, removing outliers, and normalizing the data; (3) Splitting the dataset. The database is split into training, testing, and validation sets. It is good scientific practice to keep these sets as independent from each other as possible, as the network may develop biases; (4) Annotation. Data labeling is a crucial step in the ML pipeline, as it enables supervised training for ML models. Annotations can be temporal or spatial. Temporal annotations are useful when we need to determine surgical phases during an operation. Spatial annotations are used to identify surgical instruments in the surgical scene or anatomical structures (*e.g.*, tool detection); (5) Training the model. This involves feeding the data into the model and allowing it to learn the patterns in the data. The training process can be computationally expensive, depending on the size of the dataset and the complexity of the model; (6) Evaluation of the model. This involves testing the model on a verified dataset and evaluating its performance. This ensures that the model is not overfitted to the training data; and (7) Deployment of the model. This means making the model available for use in real-world applications.

As mentioned in the annotation description, phase recognition is the process of classifying frames in a video or image sequence according to a predetermined surgical phase. It is a CV task in which visual data is analyzed to identify and understand different phases or actions. The goal is to recognize the sequence of frames in a video or image sequence to identify specific actions or events that occur at different points in time. This can be done by observing characteristic visual cues, such as motion, changes in shape, or object interactions, to differentiate between different phases.

In semantic segmentation, an image is divided into meaningful regions or segments, and each segment is assigned a semantic label. The goal is to understand what the different parts of an image represent. To accomplish this task, an algorithm analyzes the image at the pixel level and assigns each pixel a label indicating which object or category it belongs to. By observing patterns and features in the training data, the algorithm can generalize its understanding to detect and classify new images.

In the context of surgical applications, semantic segmentation can be used to identify different anatomical structures, such as organs, tissues, and blood vessels. This information can be used to guide surgeons during surgery and to improve the accuracy and safety of the procedure. Examples of semantic segmentation in surgical applications include identification of the tumor and surrounding tissue in cancer surgery, localization of the surgical target in minimally invasive surgery, tracking the movement of organs and tissues during surgery, detecting and removing blood clots, and preventing accidental injury to surrounding tissue.

One of the challenges in semantic segmentation for surgical applications is the complexity of the images. Surgical images are often cluttered with noise and artifacts, which can make it difficult for the algorithm to accurately segment the different objects. Another challenge is the variability of surgical procedures. Each procedure is unique, and the objects and tissues involved can differ from patient to patient. This makes it difficult to train a single algorithm that can be used for all surgical procedures. Recent advances in DL have made it possible to develop more accurate and robust semantic segmentation algorithms for surgical applications. These algorithms can learn the complex patterns in surgical images and generalize their understanding to new datasets[22].

***The role of AI in TME surgery***

In anterior rectal resection and TME, studies to date have focused on the development of DL-based phase, act, and tool recognition[22] as well as DL-based image-guided navigation systems for areolar tissue at the level of TME[23].

As mentioned earlier, TME is a complex surgical procedure in rectal cancer surgery consisting of the complete resection of the mesorectal envelope, which requires that the resection is performed in the correct plane and preserves vulnerable anatomical structures, such as the autonomic nerve plexus. An injury of this type could cause major issues such as postoperative incontinence and sexual dysfunction. Robotic-assisted surgery is particularly useful in TME surgery, although the authors acknowledge that no substantial clinical benefit over laparoscopic surgery has been demonstrated[24]. It does, however, offer advantages in terms of acquiring high-quality image data due to the benefits of 3D vision and a more stable camera platform. An additional advantage is that the system recognizes when a new instrument has been connected to the console, making it easy to compare instrument recognition algorithms.

In this context, AI could provide surgical guidance by identifying anatomical structures and helping to improve surgical quality, reduce differences between surgeons, and provide better clinical results. To date, efforts have been made to develop image recognition algorithms using minimally invasive video data, with a particular focus on automated instrument detection, which has only indirect surgical benefits[20,25]. Significant results have also been achieved in the recognition of relevant anatomical structures during less complex surgical procedures such as cholecystectomy[21,26].

The 2022 work by Kolbinger *et al*[22] (republished in 2023)was based on 57 robot-assisted rectal resections and focused on developing an algorithm for automatic detection of surgical phases and identification of determined anatomical structures. In particular, the algorithm achieved the best results in detecting the mesocolon, mesorectum, Gerota’s fascia, abdominal wall, and dissection planes during mesorectal excision.

In 2022, Igaki *et al*[23] relied on the idea of the “holy plane,” first proposed by Heald[27] in the 1980s when describing TME dissection. The holy plane lies between the mesorectal fascia and the parietal pelvic fascia through fibroareolar tissue and is an important landmark to follow an avascular pathway, ensuring that TME can be performed safely and effectively. Igaki *et al*[23] developed a DL algorithm to automatically detect areolar tissue using the open-source DeepLabv3plus software (Figure 3).

One limitation of the studies was the uncertainty of detection. According to the experience of Kolbinger *et al*[22], automatic recognition of thin and small structures is more difficult, *e.g.,* the recognition of the exact position of the dissection line in mesorectal excision. Furthermore, in TME, patient-related aspects such as individual anatomical variations and the history of neoadjuvant (radio) therapy can lead to the dissection lines being very different throughout the dataset and therefore difficult to detect automatically. These limitations could be overcome by technical improvements, *e.g.*, by displaying the detection uncertainty of the target structures using Bayesian calculation methods, which would increase acceptance among surgeons. Another improvement could be real-time display by minimizing the computational delay, which is currently 4 s[22].

The essential points for the integration of the above improvements and in general for the development of better algorithms for automatic recognition are the availability of data, the creation of publicly available datasets for complex surgical procedures, and the creation of multicenter studies for these applications.

**DISCUSSION**

In TME, identification of embryonic tissue planes and the closely associated line of dissection at the mesorectal fascia can be challenging because of significant variation due to neoadjuvant (radio) therapy and individual factors such as body composition. AI algorithms can improve intraoperative identification and highlight important parts of the anatomy involved in TME, such as the fibroareolar tissue plane and vascular and neural structures.

In robotic surgery, the use of visual aids could be considered more important than in laparoscopic surgery due to the lack of haptic feedback, *i.e.*, the sense of touch and force feedback that surgeons rely on in traditional open or laparoscopic surgery. To compensate for the lack of haptic feedback, visual augmentation plays a crucial role. In addition, advanced technologies such as fluorescence and near-infrared imaging are frequently used in robotic surgery. These techniques allow visualization of blood flow, tissue perfusion, and identification of vital structures that are not readily visible under normal lighting conditions. Combined with AI-assisted visual enhancements, the surgeon’s ability to make critical decisions and perform delicate maneuvers such as TME with the required precision is improved.

Studies on AI-powered surgical guidance, which uses context-aware ML algorithms to automatically identify anatomical structures, surgical instruments, and surgical phases in complex abdominal surgery, require the creation of publicly available datasets and multicenter studies. This is because the datasets need to be large and diverse enough to train AI algorithms that can be generalized to new patients. Additionally, multicenter studies are necessary to ensure that the results are valid and reproducible.

**CONCLUSION**

The use of AI in TME is still in its infancy, but it has the potential to revolutionize the procedure. For example, AI algorithms can be used to identify and highlight key anatomical structures such as the mesorectal fascia, the vascular bundle, and the autonomic nervous structure. This could provide real-time identification of surgical structures and allow surgeons to perform complex procedures more accurately and safely, even in cases where the anatomy is challenging.

AI algorithms can also be used to track the movement of instruments, tissues, and organs during surgery. This can help prevent complications, such as accidental injury to surrounding tissue. For example, AI algorithms can track the movement of the rectum during dissection to prevent accidental perforation. AI algorithms can also be used to improve surgeons’ training and help them become familiar with the complex anatomy of the pelvis and the techniques of TME.

While studies have shown that DL-based algorithms in TME are able to identify fibroareolar tissue and several other anatomical structures, these models have not related the results to postoperative outcomes. This may be due to experienced surgeons evaluating the algorithms, and the true effect is most apparent in those surgeons who are still in the learning phase.

The use of AI in TME is a promising area of research that has the potential to improve the safety and effectiveness of this important surgical procedure. However, more research is needed to fully understand the benefits and risks of this technology, including issues of safety, privacy, and ownership of sensitive data.

**ARTICLE HIGHLIGHTS**

***Research background***

Colorectal cancer is a major public health problem, with 1.9 million new cases and 953000 deaths worldwide in 2020. Total mesorectal excision (TME) is the standard of care for the treatment of rectal cancer, but it is a technically challenging surgery. Artificial intelligence (AI) has the potential to improve the performance of TME surgery, especially for surgeons who are still at the beginning of their learning curve.

***Research motivation***

AI in surgery is a rapidly evolving field with applications in the preoperative, intraoperative, and postoperative settings. In colorectal surgery, AI has been used to automate tasks such as instrument detection and anatomical structure identification. AI has also been used to develop image-guided navigation systems for TME surgery. One of the challenges of AI in surgery is the complexity of the images. Another challenge is the variability of surgical procedures. Recent advances in deep learning have made it possible to develop more accurate and robust AI algorithms for surgical applications.

***Research objectives***

To investigate the potential of AI in surgery, particularly in colorectal surgery, and the current state of the art. To describe AI algorithms for surgical applications, such as instrument detection, anatomical structure identification, and image-guided navigation systems. To describe their limitations and future developments, such as AI algorithms that can be used in real time. To propose the evaluation of the safety and efficacy of AI in surgery through clinical trials.

***Research methods***

A literature search was conducted to identify relevant studies on the use of AI in rectal cancer surgery and specifically in TME. The search was performed using the PubMed electronic database and was limited to studies published between 2020 and 2023. Only articles published in English were included.

***Research results***

The use of AI in rectal cancer surgery and specifically in TME is a rapidly evolving field. There are a number of different AI algorithms that have been developed for use in TME, including algorithms for instrument detection, anatomical structure identification, and image-guided navigation systems.

***Research conclusions***

The results of these studies are promising, but more research is needed to fully evaluate the safety and efficacy of AI in TME. Challenges that need to be overcome before AI can be widely adopted in TME include the need for large datasets of labeled images to train AI algorithms, the need to develop AI algorithms that can be used in real-time, and the need to address the ethical concerns raised by the use of AI in surgery.

***Research perspectives***

AI has the potential to revolutionize TME by providing real-time surgical guidance, preventing complications, and improving training. However, more research is needed to fully understand the benefits and risks of AI in TME.
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**Figure 1 Study selection flowchart.**

****

**Figure 2 Machine learning pipeline.**
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**Figure 3 Role of artificial intelligence in rectal cancer surgery.** AI: Artificial intelligence.