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Abstract
BACKGROUND 
Small intestinal bacterial overgrowth (SIBO) poses diagnostic and treatment 
challenges due to its complex management and evolving guidelines. Patients 
often seek online information related to their health, prompting interest in large 
language models, like GPT-4, as potential sources of patient education.

AIM 
To investigate ChatGPT-4's accuracy and reproducibility in responding to patient 
questions related to SIBO.

METHODS 
A total of 27 patient questions related to SIBO were curated from professional 
societies, Facebook groups, and Reddit threads. Each question was entered into 
GPT-4 twice on separate days to examine reproducibility of accuracy on separate 
occasions. GPT-4 generated responses were independently evaluated for accuracy 
and reproducibility by two motility fellowship-trained gastroenterologists. A 
third senior fellowship-trained gastroenterologist resolved disagreements. 
Accuracy of responses were graded using the scale: (1) Comprehensive; (2) 
Correct but inadequate; (3) Some correct and some incorrect; or (4) Completely 
incorrect. Two responses were generated for every question to evaluate reprodu-
cibility in accuracy.

https://www.f6publishing.com
https://dx.doi.org/10.35712/aig.v5.i1.90503
mailto:Ali.rezaie@cshs.org


Schlussel L et al. ChatGPT-4 in answering SIBO patient questions

AIG https://www.wjgnet.com 2 April 30, 2024 Volume 5 Issue 1

RESULTS 
In evaluating GPT-4's effectiveness at answering SIBO-related questions, it provided responses with correct 
information to 18/27 (66.7%) of questions, with 16/27 (59.3%) of responses graded as comprehensive and 2/27 
(7.4%) responses graded as correct but inadequate. The model provided responses with incorrect information to 
9/27 (33.3%) of questions, with 4/27 (14.8%) of responses graded as completely incorrect and 5/27 (18.5%) of 
responses graded as mixed correct and incorrect data. Accuracy varied by question category, with questions 
related to “basic knowledge” achieving the highest proportion of comprehensive responses (90%) and no incorrect 
responses. On the other hand, the “treatment” related questions yielded the lowest proportion of comprehensive 
responses (33.3%) and highest percent of completely incorrect responses (33.3%). A total of 77.8% of questions 
yielded reproducible responses.

CONCLUSION 
Though GPT-4 shows promise as a supplementary tool for SIBO-related patient education, the model requires 
further refinement and validation in subsequent iterations prior to its integration into patient care.

Key Words: Small intestinal bacterial overgrowth; Motility; Artificial intelligence; Chat-GPT; Large language models; Patient 
education

©The Author(s) 2024. Published by Baishideng Publishing Group Inc. All rights reserved.

Core Tip: ChatGPT-4 demonstrates promise in enhancing patient understanding of basic concepts related to small intestinal 
bacterial overgrowth (SIBO). However, it exhibits limitations in accurately addressing questions about the diagnosis and 
treatment of SIBO, which are areas where up-to-date medical guidance is crucial. As such, artificial intelligence can be 
beneficial for general patient education but should not replace professional medical advice, especially for conditions with 
complex care protocols. Continuous refinement and updating of Chat-GPT’s knowledge are essential for its safe and 
effective application in healthcare. Rigorous scrutiny of artificial intelligence-generated content is imperative to prevent the 
dissemination of potentially harmful misinformation.

Citation: Schlussel L, Samaan JS, Chan Y, Chang B, Yeo YH, Ng WH, Rezaie A. Evaluating the accuracy and reproducibility of 
ChatGPT-4 in answering patient questions related to small intestinal bacterial overgrowth. Artif Intell Gastroenterol 2024; 5(1): 90503
URL: https://www.wjgnet.com/2644-3236/full/v5/i1/90503.htm
DOI: https://dx.doi.org/10.35712/aig.v5.i1.90503

INTRODUCTION
Small intestinal bacterial overgrowth (SIBO) is a medical condition characterized by an excessive amount of bacteria in 
the small intestine, which can lead to a variety of symptoms, including bloating, abdominal pain, diarrhea, and con-
stipation[1]. The diagnosis and treatment of SIBO varies across institutions and by healthcare provider[2]. Though 
various tests exist, including glucose and lactulose breath tests and small intestine aspiration and culture, there is a lack of 
universal approach regarding how and when to utilize these tests, as well as how to interpret the results[3].

Due to the need for specialized tests, lack of dedicated International Classification of Diseases codes, and differences in 
the diagnostic methods across studies, it is challenging to estimate the prevalence of SIBO with studies showing rates 
ranging from 4% to 79%[2] and 38% to 84% in patients with IBS[4]. Importantly, SIBO has adverse effects on quality of life 
and may be associated with significant healthcare costs. Though the impact on quality of life for patients with SIBO has 
not been independently examined, one study showed that the presence of SIBO among patients with IBS was associated 
with more severe symptoms and led to a decreased quality of life[5]. Patients with IBS constitute a major proportion of 
patients who seek consultation in gastroenterology specialist clinic[6] and is associated with considerable healthcare 
resource use[7]. Given the high prevalence of SIBO among patients with IBS and its association with more severe sym-
ptoms, it’s very likely that SIBO has a significant impact on patients and our healthcare system. Moreover, patients have 
limited access to motility specialists or physicians that are capable of managing SIBO, and may even encounter health 
care providers that question the legitimacy of SIBO as a medical condition[8].

The advent of artificial intelligence (AI) and natural language processing technologies has led to the development of 
large language models (LLMs), such as ChatGPT, which have the potential to revolutionize healthcare communication 
and patient education[9]. GPT-4, created by OpenAI, is able to produce easy to understand and conversational responses 
to inquiries by users based on their inquiries. It functions on the principle of predicting subsequent words in a sentence, 
much akin to an expert player in a game of 'guess the next word'[9]. There is a growing body of evidence demonstrating 
ChatGPT’s ability to answer patient questions related to medical diseases such as cardiovascular disease, bariatric surgery 
and cirrhosis[10-12]. In a study comparing chatbot and physician responses, evaluators preferred chatbot answers 78.6% 
of the time[10]. The chatbot's responses were not only more comprehensive but also of higher quality and more empa-

https://www.wjgnet.com/2644-3236/full/v5/i1/90503.htm
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thetic, with a 3.6 times higher prevalence of good or very good quality answers and a 9.8 times higher prevalence of 
empathetic or very empathetic responses than physicians[10]. Given the increasing trends of patients seeking healthcare 
related information from online sources, examining the strengths and limitations of LLMs as sources of information for 
patients is critical to ensuring safe, effective and responsible use of these models[13].

SIBO is a complex medical condition, with differing diagnostic and treatment approaches across institutions and 
healthcare providers as well as geographic variations in access to specialists. The gap in patient needs versus accessibility 
may lead individuals to seek information from alternative sources, such as the internet or ChatGPT. If proven safe and 
effective, emerging AI technologies like ChatGPT offer potential benefits in this space, providing accessible, easy to 
understand, and informed responses to patient inquiries, which may supplement or complement patient education pro-
vided by licensed healthcare professionals. In light of this, our study aimed to evaluate the accuracy of GPT-4 in 
providing accurate and reproducible responses to patient questions related to SIBO. This involved assessing the quality of 
information provided by the AI tool against evidence-based guidelines and expert opinions. Furthermore, our research 
will identify the limitations and potential risks associated with using GPT-4 as a supplementary tool for patient education 
and support, in order to inform the development of best practices for its implementation in the healthcare context.

MATERIALS AND METHODS
Question curation
A total of 38 patient questions related to SIBO were collected from professional societies and institutions as well as 
Facebook support groups (“SIBO lifestyle”, “SIBO SOS Community”) and the Reddit thread r/SIBO. Each question was 
screened to ensure it was directly related to SIBO. Questions that were not specific to SIBO or were outside the scope of 
typical patient concerns were excluded. Duplicate and similar questions were excluded to prevent redundancy and to 
ensure a broad coverage of topics. One question was removed after it was deemed incorrectly worded and containing 
incorrect information. The final set of 27 questions included in our study represents a diverse range of patient inquiries, 
covering aspects of basic knowledge, diagnosis, treatment, and other concerns related to SIBO.

ChatGPT
ChatGPT is an AI LLM developed by OpenAI, based on the GPT (Generative Pre-trained Transformer) architecture. The 
model was designed to generate human-like text based on input, allowing the model to answer questions, engage in 
conversation, and perform various tasks. ChatGPT was trained on a large corpus of text from the internet, learning 
grammar, facts, and some reasoning abilities. It does not have a traditional "database" to retrieve information from; 
instead, the model generates text based on patterns and knowledge learned from the training data. However, it is 
essential to note the model’s knowledge is limited to data up until September 2021, lacking awareness of more recent 
information. The latest iteration of the model, GPT-4, was released in March of 2023 and has shown promise across 
multiple domains of tasks[14].

Response generation
GPT-4 was used on 4/23/23 and 4/24/23 to generate responses. Each question was entered as an individual prompt 
using the “New Chat” function. Each question was entered into GPT-4 twice on separate days to examine reproducibility 
of accuracy on separate occasions.

Response grading
Reponses to questions were first independently graded for accuracy and reproducibility by two board certified, motility 
fellowship-trained, academic gastroenterologist reviewers actively practicing in a tertiary medical center. The following 
grading scale was used to grade the accuracy of each response similar to previous publications[11,12]: (1) Comprehensive 
(Grade 1): The response provides a complete and thorough answer as one would expect from a board-certified gastroen-
terologist. This grade implies that there is no additional relevant information that a specialist would deem necessary to 
include; (2) Correct but inadequate (Grade 2): The response is accurate but lacks certain critical details or depth that a 
board-certified gastroenterologist would consider important for a patient's understanding or management of SIBO; (3) 
Some correct and some incorrect (Grade 3): The response contains both correct and incorrect elements, indicating partial 
knowledge but with significant gaps or errors that require correction; and (4) Completely incorrect (Grade 4): The 
response does not provide accurate information related to the question asked and is considered misleading or wrong.

Reproducibility was graded based on the similarity in accuracy of the two responses per question generated by GPT-4. 
Any disagreement in reproducibility or accuracy grading was resolved by a third senior board-certified, motility 
fellowship trained gastroenterologist reviewer with greater than 10 years of experience in the field of gastrointestinal 
motility.

Statistical analysis
Descriptive analysis is presented as counts and percentages. For statistical analysis purposes, questions were categorized 
into multiple subgroups: Basic knowledge, diagnosis, treatment, and others. All statistical analysis was performed in 
Excel version 2308.
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RESULTS
In total, 27 questions related to SIBO were inputted into GPT-4. The model provided 16/27 (59.3%) comprehensive, 2/27 
(7.4%) correct but inadequate, 5/27 (18.5%) mixed with correct and incorrect data, and 4/27 (14.8%) completely incorrect 
responses. When examined by category, the model provided “comprehensive” responses to 90% of “basic knowledge 
questions”, 60% of “diagnosis” questions, and 33.3% of “treatment” questions (Table 1). The model provided repro-
ducible responses to 21/27 (77.8%) of questions (Table 2).

Most of the "completely incorrect" responses were noted to be in the "treatment" subcategory with 33.3% (3/9) of these 
responses rated as "completely incorrect". For example, when asked "What probiotic strain is recommended for cons-
tipation predominant SIBO?" GPT-4 stated that there is evidence that shows certain strains of probiotics helps 
constipation, which is not in line with current evidence and guidelines. Importantly, the model did recommend 
consulting with a health professional before starting new supplements. Questions, responses, and reviewer gradings are 
shown in Supplementary Table 1.

DISCUSSION
SIBO is a common medical condition with variable approaches to management and diagnosis across institutions. The 
literature shows patients frequently pursue health-related information in lieu of their healthcare providers, with the 
internet emerging as a common source. Due to its user-friendly interface as well as its easy to understand and conversa-
tional responses, patients may utilize ChatGPT as a source of information regarding SIBO. In light of this, we examined 
ChatGPT's ability to accurately and reliably answer SIBO related questions. While the model provided comprehensive 
answers to 59.3% of questions, 14.8% of questions were graded as completely incorrect. Our findings show GPT-4's 
promising future in serving as an adjunct source of information for patient with SIBO but highlight its current limitations 
and need for further fine tuning, training and validation prior to incorporation into clinical care.

The model provided completely inaccurate responses to 4 (14.8%) questions and mixed correct and incorrect infor-
mation to 5 (18.5%) questions, which is not in line with previous data which shows its proficiency in areas such as 
cirrhosis, congestive heart failure, and bariatric surgery[11,12,15]. For example, GPT-3.5 provided comprehensive 
responses to 86.8% of questions related to bariatric surgery and 83.2% of questions related to heart failure[11,15]. The 
reason for the difference in performance seen in our study may be related to the dataset used to train ChatGPT. There are 
well-established, thoroughly researched, and widely accepted guidelines governing the diagnosis and treatment of these 
conditions. Such robust guidelines offer a standardized framework, enabling ChatGPT to provide accurate and reliable 
responses. SIBO, however, presents a unique challenge due to its less definitive guidelines that often diverge across 
institutions and among physicians. Further compounding this issue is ChatGPT's knowledge constraints to information 
prior to 2021, restricting its ability to integrate the latest studies or consensus in the rapidly evolving field of SIBO and gut 
microbiome. This data limitation, paired with the inherent variability in SIBO management, showcases the system's 
vulnerabilities in areas where medical guidelines are either in flux or less established. Considering our analysis shows a 
considerable number of responses contained incorrect and potentially harmful information, this underscores the 
importance of exercising caution when utilizing AI-generated information in the context of patient education, particularly 
related to complex medical conditions like SIBO. Ongoing refinement and development of LLMs are imperative to 
mitigate the potential risks and enhance their potential role in patient education.

GPT-4 also showed a relatively low reproducibility, only delivering consistent accuracy of responses for 77.8% of 
questions. This again is in contrast with previous studies which found LLMs deliver high reproducibility of quality of 
responses[10-12]. Such reproducibility is critical for a tool intended to educate and inform, as consistent messaging is key 
in enhancing understanding, mitigating confusion and establishing trust among users.

Examining GPT-4's accuracy across different domains of patient questions allowed for a more granular analysis of its 
performance. In line with previous studies examining ChatGPT's knowledge in cirrhosis and hepatocellular carcinoma, 
bariatric surgery, and heart failure[11,12,15], we found GPT-4 provided comprehensive and accurate responses to the vast 
majority of basic knowledge questions. This suggests that AI has the potential to serve as a reliable resource of informa-
tion for patients to enhance their basic understanding of their condition. Such an application aligns with a growing body 
of evidence pointing to the potential of AI in augmenting patient education[16]. However, our findings also underscore 
key limitations of this technology. Most notably, GPT-4's responses related to the diagnosis and treatment of SIBO contain 
a significant amount of inaccuracies. This finding is particularly concerning given that these areas often present the 
greatest challenges for patients in terms of understanding and self-management. Misinformation can lead to suboptimal 
patient decision-making and potential harm. It underlines the importance of caution when using AI for health-related 
advice and re-emphasizes the need for these tools to be used in tandem with professional medical guidance[9]. This 
suggests that while LLMs like GPT-4 in their current form may provide beneficial support for patients looking to enhance 
their general understanding of a condition, they are not yet equipped to offer reliable advice on more complex aspects of 
medical care. It is consistent with prior research noting the limitations of AI in understanding complex diseases and 
suggesting tailored, expert human intervention for such scenarios[17,18].

Beyond accuracy, comprehensiveness, and reproducibility, it’s important to ensure LLMs produce materials that are 
easy to understand by patients of all health literacy levels. There is a growing body of literature showing LLMs are able to 
adjust the readability of outputs when prompted[19,20]. This ensures that access to information is democratized, and 
patients of all health literacy levels have personalized education materials. One study showed that GPT-4 was able to 
improve the readability of bariatric surgery patient education materials from 12th grade-college level to 6th-9th grade[19]. 

https://f6publishing.blob.core.windows.net/8d901439-23f0-4de9-a57c-24f9d40161a3/90503-supplementary-material.xlsx
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Table 1 Grading of responses generated by ChatGPT-4 to questions related to small intestinal bacterial overgrowth categorized by 
subgroup and overall

%

Basic knowledge (n = 10)

Comprehensive 90

Correct but inadequate 10

Mixed with correct and incorrect data 0

Completely incorrect 0

Diagnosis (n = 5)

Comprehensive 60

Correct but inadequate 0

Mixed with correct and incorrect data 40

Completely incorrect 0

Treatment (n = 9)

Comprehensive 33.3

Correct but inadequate 0

Mixed with correct and incorrect data 33.3

Completely incorrect 33.3

Other (n = 3)

Comprehensive 33.3

Correct but inadequate 33.3

Mixed with correct and incorrect data 0

Completely incorrect 33.3

Overall (n = 27)

Comprehensive 59.3

Correct but inadequate 7.4

Mixed with correct and incorrect data 18.5

Completely incorrect 14.8

Table 2 Reproducibility of ChatGPT-4 responses overall and categorized by subgroup

%

Overall (n = 27) 77.8

Basic knowledge (n = 10) 90

Diagnosis (n = 5) 80

Treatment (n = 9) 77.8

Other (n = 3) 33.3

Access to high quality patient education materials can also be impacted by patient language preference. Patients who 
prefer non-English languages have unique barriers to access to patient education materials. Some studies have shown the 
ability of LLMs in generating patient education materials in languages other than English with promising results[21-23]. 
Lastly, it’s important to ensure outputs do not perpetuate known stereotypes and biases in medicine. There is a growing 
body of literature examining the presence of implicit bias in LLM outputs, with some studies showing LLMs may 
propagate racial and gender biases[24,25]. Future research should thoroughly investigate how LLMs can produce patient 
education materials that are not only accurate and of high quality but also accessible to patients from diverse 
backgrounds, with an emphasis on minimizing implicit bias and discrimination.
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Limitations specific to the design of this study include the use of only two responses generated by GPT-4 to evaluate its 
reproducibility. While our findings provide initial insights, expanding the number of responses and questions in future 
research will be crucial to thoroughly assess consistency and reliability. Such expansions will help to substantiate the AI 
model's utility in patient education. Another limitation of this study is the use of the paid GPT-4 model over the free GPT-
3.5, which was selected for its advanced linguistic capabilities and enhanced accuracy in medical contexts. While this 
choice aligns with our objective to evaluate the most current and sophisticated AI technology for patient education, it 
may affect the generalizability and accessibility of our findings. Future research could explore the trade-offs between cost 
and performance by comparing different AI models, including the cost-free GPT-3.5, to optimize the balance between 
accessibility and quality of information in AI-assisted patient care. Future studies would also benefit from exploring the 
differences in accuracy and reproducibility amongst different AI tools such as GPT-3.5, GPT-4, and Google Bard. For 
example, in a study comparing GPT-4 and Google Bard in their ability to diagnose and triage patients’ ophthalmologic 
complaints, GPT-4 performed significantly better than Bard by generating more accurate triage suggestions, responses 
that experts were satisfied with for patient use, and lower potential harm rates[26]. Another study comparing GPT-3.5 
and Bard in their ability to provide appropriate informational responses to patient questions regarding vascular surgery 
demonstrated that GPT-3.5 responses were more complete and more appropriate compared with Bard responses[27]. 
Similarly, GPT-3 exhibited greater accuracy and consistency over Google Bard, as well Google and Bing search engines, 
when addressing patient questions related to lung cancer[28]. These comparative evaluations underscore the evolving 
landscape of AI tools in healthcare and the importance of ongoing, meticulous analysis to harness their full potential for 
patient care.

Finally, we must consider other limitations of ChatGPT that pose a challenge for its future utilization in healthcare. 
OpenAI has not released specific details about the exact datasets used to train GPT-4. This raises concerns regarding the 
quality of data the model uses to respond to questions, especially when discussing healthcare related topics. The 
literature in healthcare is rapidly evolving and requires staying up to date with the literature to ensure good practice of 
medicine. ChatGPT’s lack of continuous updates limits its generalized applicability in patient care. Another constraint of 
GPT-4 and LLMs in general is the “hallucination effect,” where the model produces outputs that seem plausible and 
believable but are incorrect, misleading, or entirely fabricated[29,30]. This is a significant limitation that should be 
considered when implementing such AI tools in the healthcare setting. Our study design also has its limitations. 
Responses from ChatGPT were graded based on expert opinion which is subjective and prone to bias. Notably, this is a 
limitation across the majority of literature examining the clinical knowledge of ChatGPT, given expert opinion guided by 
the literature and guidelines is currently the gold standard in the practice of medicine. Our study utilized a sample of 27 
patient questions, which is not inclusive of all possible patient questions pertaining to SIBO. We performed a systematic 
approach when curating questions to reduce the risk of selection bias. Furthermore, questions were not removed after the 
generation of responses from ChatGPT.

CONCLUSION
Our study underscores the potential future value of large language models, like GPT-4, in patient education related to 
SIBO, especially in providing basic knowledge. However, we highlight the limitations of GPT-4 in its current form due to 
a significant number of its responses containing inaccurate or out of date information and low reproducibility in accuracy 
of its responses. While AI may supplement traditional patient education methods in the future, it is not a substitute for 
professional medical advice. Continued evaluation and development of these technologies are crucial to harness their 
potential while minimizing potential harm. This iterative process will be key to the future integration of AI into health-
care systems, with the ultimate aim of improving patient understanding, engagement, and outcomes. Our research 
underscores the need for rigorous scrutiny and cautious application when relying on AI technologies for diseases with 
complex and less standardized diagnosis and treatments. Given the prevalence and impact of SIBO on patients and the 
healthcare system, the need for accurate, accessible patient education remains critical. Our research serves as a valuable 
step in identifying the challenges and opportunities for integrating AI tools in this capacity.
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