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Abstract
BACKGROUND 
Deep learning, a form of artificial intelligence, has shown promising results for 
interpreting radiographs. In order to develop this niche machine learning (ML) 
program of interpreting orthopedic radiographs with accuracy, a project named 
deep learning algorithm for orthopedic radiographs was conceived. In the first 
phase, the diagnosis of knee osteoarthritis (KOA) as per the standard Kellgren-
Lawrence (KL) scale in medical images was conducted using the deep learning 
algorithm for orthopedic radiographs.

AIM 
To compare efficacy and accuracy of eight different transfer learning deep 
learning models for detecting the grade of KOA from a radiograph and identify 
the most appropriate ML-based model for the detecting grade of KOA.

METHODS 
The study was performed on 2068 radiograph exams conducted at the 
Department of Orthopedic Surgery, Sir HN Reliance Hospital and Research 
Centre (Mumbai, India) during 2019-2021. Three orthopedic surgeons reviewed 
these independently, graded them for the severity of KOA as per the KL scale and 
settled disagreement through a consensus session. Eight models, namely 
ResNet50, VGG-16, InceptionV3, MobilnetV2, EfficientnetB7, DenseNet201, 
Xception and NasNetMobile, were used to evaluate the efficacy of ML in ac-
curately classifying radiographs for KOA as per the KL scale. Out of the 2068 
images, 70% were used initially to train the model, 10% were used subsequently 
to test the model, and 20% were used finally to determine the accuracy of and 
validate each model. The idea behind transfer learning for KOA grade image 
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classification is that if the existing models are already trained on a large and general dataset, these 
models will effectively serve as generic models to fulfill the study’s objectives. Finally, in order to 
benchmark the efficacy, the results of the models were also compared to a first-year orthopedic 
trainee who independently classified these models according to the KL scale.

RESULTS 
Our network yielded an overall high accuracy for detecting KOA, ranging from 54% to 93%. The 
most successful of these was the DenseNet model, with accuracy up to 93%; interestingly, it even 
outperformed the human first-year trainee who had an accuracy of 74%.

CONCLUSION 
The study paves the way for extrapolating the learning using ML to develop an automated KOA 
classification tool and enable healthcare professionals with better decision-making.

Key Words: Osteoarthritis; Artificial intelligence; Knee; Computer vision; Machine leaning; Deep learning

©The Author(s) 2022. Published by Baishideng Publishing Group Inc. All rights reserved.

Core Tip: In this study, we evaluated different machine learning models to determine which model is best 
to classify the severity of knee osteoarthritis using the Kellgren-Lawrence grading system. The image set 
was composed of radiographs of native knees, in anteroposterior and lateral views. The radiographic 
exams were annotated by experts and tagged according to Kellgren-Lawrence grades. The findings of this 
study will pave the way for future development in the field, with the development of more accurate models 
and tools that can improve medical image classification by machine learning and will give valuable insight 
into orthopedic disease pathology.

Citation: Tiwari A, Poduval M, Bagaria V. Evaluation of artificial intelligence models for osteoarthritis of the knee 
using deep learning algorithms for orthopedic radiographs. World J Orthop 2022; 13(6): 603-614
URL: https://www.wjgnet.com/2218-5836/full/v13/i6/603.htm
DOI: https://dx.doi.org/10.5312/wjo.v13.i6.603

INTRODUCTION
Knee osteoarthritis (KOA) is a debilitating joint disorder that degrades the knee articular cartilage and is 
characterized by joint pain, stiffness, and deformity, and pathologically by cartilage wear and 
osteophyte formation. KOA has a high incidence among the elderly, obese, and sedentary. Early 
diagnosis is essential for clinical treatments and pathology[1,2]. The severity of the disease and the 
nature of bone deformation and intra-articular pathology impact decision-making. Radiographs form an 
essential element of preoperative planning and surgical execution.

Artificial intelligence (AI) is impacting almost every sphere of our lives today. We are pushing the 
boundaries of human capabilities with unmatched computing and analytical power. Newer techno-
logical advancements and recent progress of medical image analysis using deep learning (DL), a form of 
AI, has shown promising ways to improve the interpretation of orthopedic radiographs. Traditional 
machine learning (ML) has often put much effort into extracting features before training the algorithms. 
In contrast, DL algorithms learn the features from the data itself, leading to improvisation in practically 
every subsequent step. This has turned out to be a hugely successful approach and opens up new ways 
for experts in ML to implement their research and applications, such as medical image analysis, by 
shifting feature engineering from humans to computers.

DL can help radiologists and orthopedic surgeons with the automatic interpretation of medical 
images, potentially improving diagnostic accuracy and speed. Human error due to fatigue and 
inexperience, which causes strain on medical professionals, is overcome by DL, reducing their workload 
and, most importantly, providing objectivity to clinical assessment and decisions for need of surgical 
intervention. Moreover, DL methods trained based on the expertise of senior radiologists and 
orthopedic surgeons in major tertiary care centers could transfer that experience to smaller institutions 
and create more space in emergency care, where expert medical professionals might not be readily 
available. This could dramatically enhance access to care. DL has been successfully used in different 
orthopedic applications, such as fracture detection[3-6], bone tumor diagnosis[7], detecting hip implant 
mechanical loosening[8], and grading OA[9,10]. However, the implementation of DL in orthopedics is 
not without challenges and limitations.

https://www.wjgnet.com/2218-5836/full/v13/i6/603.htm
https://dx.doi.org/10.5312/wjo.v13.i6.603
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While most of our orthopedic technological research remains focused on core areas like implant 
longevity and biomechanics, it is essential that orthopedic teams also invest their effort in an exciting 
area of research that is likely to have a long-lasting impact on the field of orthopedics. With this aim, we 
set up a project to determine the feasibility and efficacy of the DL algorithms for orthopedic radiographs 
(DLAOR). To the best of our knowledge, only few published studies have applied DL to KOA classi-
fication, but many of these involved application to preprocessed, highly optimized images[11]. In this 
study, radiographs from the Osteoarthritis Initiative staged by a team of radiologists using the Kellgren-
Lawrence (KL) system were used. They were standardized and augmented automatically before using 
the images as input to a convolution neural network model.

The purpose of this study was to compare eight different transfer learning DL models for KOA grade 
detection from a radiograph and to identify the most appropriate model for detecting KOA grade.

MATERIALS AND METHODS
The study was approved by an institutional review committee as well as the institutional ethics 
committee (HNH/IEC/2021/OCS/ORTH 56). It involved a diagnostic method based on retrospectively 
collected radiographic examinations. The examinations had been performed by a neural network, for 
assessment of both presence and severity of KOA using the KL system[12]. AI identifies patterns in 
images based on input data and associated recurring learning. It is fed with both the input (the 
radiographic images) and the information of expected output label (classifications of OA grade) to 
establish a connection between the features of the different stages of KOA (e.g., possible osteophytes, 
joint space narrowing, sclerosis of subchondral bone) and the corresponding grade[13]. Before being fed 
to the classification engine, images were manually annotated by a team of radiologists according to the 
KL grading.

Data group
All the medical images were de-identified, without personal details of patients. The inclusion and 
exclusion criteria were applied after de-identification, complying with international standards like the 
Health Insurance Portability and Accountability Act.

Inclusion criteria
The following inclusion criteria were used: age above 18 years; recorded patient complaint of chronic 
knee pain (pain most of the time for more than 3 mo) and presentation to the orthopedic department or 
following radiologic investigation; and recorded patient unilateral knee complaints and knee grading 
according to KL system classification.

Exclusion criteria
The following exclusion criteria were used: patients who had undergone operation for total knee arthro-
plasty in either of the knees; patients who had undergone operation for unicompartmental knee arthro-
plasty; or patients who had recorded bilateral knee complaints.

Standardized knee X-rays: For the anteroposterior view of the knee, the leg had been extended and 
centered to the central ray. The leg had then been rotated slightly inward, in order to place the knee and 
the lower leg in a true anterior-posterior position. The image receptor had then been centered on the 
central ray. For a lateral view, the patient had been positioned on the affected side, with the knee flexed 
20-30 degrees.

Assessment by orthopedic team: Three orthopedic surgeons reviewed these independently, graded 
them for the severity of KOA as per the KL scale and settled exams with disagreement through a 
consensus session. Finally, in order to benchmark the efficacy, the results of the models were also 
compared to a first-year orthopedic trainee who independently classified these models according to the 
KL scale.

Pre-processing
The models were trained with 2068 X-ray images. The dataset was split into three subsets used for 
training, testing, and validation, with a split ratio of 70-10-20. Initially, 70% of the images were used to 
train the model. Subsequently, 20% were used to test, and finally 10% were used for validation of the 
models. An end-to-end interpretable model took full knee radiographs as input and assessed KOA 
severity according to different grades (Figure 1).

Input images
The algorithm processed the images collected for each class. Each DICOM format radiograph was 
automatically cropped to the active image area, i.e. any black border was removed and reduced to a 
maximum of 224 pixels. Image dimensions were retained by padding the rectangular image to a square 
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Figure 1 Architecture for deep learning algorithms for orthopedic radiographs.

format of 224 × 224 pixels. The training was carried out by cropping and rotating. Figure 2 shows the 
labelling of the KOA images in different classes as 0, 1, 2, 3 and 4, as per the KL grading scale and the 
knee severity from the X-ray images. The data were split into five different classes as per the KL grade 
shown in Figure 2. Table 1 shows the data splits in the training, testing and validation subsets, 
according to KL grades.

Need of transfer learning
A DL model is a program that has been trained on a set of data (called the training set) to recognize 
certain types of patterns. AI models use different algorithms to understand the information as part of a 
dataset and then learn from these data, with the definite goal of solving business challenges and 
overarching problems. The focus of traditional ML techniques used in image classification is acquiring 
knowledge from existing data and classifying. Most commonly, this means synthesizing practical 
concepts from historical data. However, another technique that encapsulates knowledge learned across 
many tasks and transfers it to new, unseen ones is transfer learning. Knowledge transfer can help speed 
up training and prevent overfitting, and improve the obtainable final performance. In transfer learning, 
knowledge is transferred from a trained model (or a set thereof) to a new model by encouraging the 
new model to have similar parameters. The trained models from which knowledge is transferred is not 
trained with this transfer in mind, and hence the task it was trained on must be very general for it to 
encode useful knowledge concerning other tasks. Transfer learning appeared to be helpful when there 
was a small training dataset with similar feature images. Thus, we have opted for a transfer learning 
approach to develop the DLAOR system. Figure 3 shows the traditional ML vs transfer learning.

DLAOR system
DLAOR is an image classification system where images are fed into the model to classify the KOA grade 
in medical images. It is built using a data ingestion pipeline, modelling engine, and classification 
system. The present study utilized a transfer learning technique for the effective classification of KOA 
grades using medical images. Since there are multiple well-established transfer learning models, we 
decided to use eight classification models. The selected models were reported to be the most efficient for 
image classification. All the selected models were compared to identify the best technique for the 
DLAOR system. The same set of images had been given to two OA surgeons to classify KL grades based 
on expert human interpretation and compared with models as part of the DLAOR system (Figure 4).

Model development
In this study, transfer ML models were developed using Python as Language; the Google Colab 
platform was used to run the code using GPU configuration to process models faster. Model 
development has the following steps: (1) Data augmentation and generators. There is the development 
of augmentation functions and data generator functions for training, testing, and validation datasets in 
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Table 1 Data splits in training, testing and validation subsets according to Kellgren-Lawrence grades

Training Testing Validation
Osteoarthritis Kellgren-Lawrence grade

Samples, n Proportion, % Samples, n Proportion, % Samples, n Proportion, %

0 255 17.6 37 17.6 73 17.7

1 213 14.7 31 14.7 61 14.8

2 164 11.4 24 11.4 47 11.4

3 237 16.4 35 16.7 68 16.4

4 576 39.9 83 39.5 164 39.7

Total 1445 100 210 100 413 100

Figure 2 X-ray images of different Kellgren-Lawrence grades for knee osteoarthritis.

this stage; (2) Import the base transfer learning model. The next step is to import the base model from 
the TensorFlow/Keras library; (3) Build and compile the model. The base model was used just as a layer 
in a sequential model. After that, a single fully connected layer on top was added. Then, the model was 
compiled with Adam as an optimizer and categorical cross entropy as a loss mechanism; (4) Fit the 
model. In this step, the final model was fitted over the validation dataset. Then, with the help of 10 
epochs, the model was finalized. This model was then evaluated over the test data; and (5) Fine-tune the 
model. We fine-tuned the model to improve the statistical order by giving a learning rate of 0.001 and 
additional epochs as 20.
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Figure 3 Traditional machine learning vs transfer learning.

Figure 4 Multimodal pipeline, predicting the risk of osteoarthritis for a particular knee. We first used a deep convolutional neural network, trained 
different models in a multitask setting to predict the current stage of osteoarthritis defined according to the Kellgren-Lawrence (KL) grade scale.

RESULTS
In the present study, transfer ML was performed to compare the following parameters, to compare 
which model or human expert interpretation performed better regarding image classification of KOA 
grades: (1) Accuracy, which tells us what fractions are labeled correctly; (2) Precision, which is the 
number of true positives (TPs) over the sum of TPs and false positives. It shows what fraction of positive 
sides are correct; (3) Recall, which is the number of TPs over the sum of TPs and false negatives. It 
shows what fraction of actual positives is correct; and (4) Loss, which indicates the prediction error of 
the model.

Table 2 shows the performance comparison of the various models used for transfer learning models 
for KOA with the accuracy, precision, recall, and loss. It was observed that the highest accuracy was 
92.87% and was achieved using DenseNet201. It had high precision and recall value as compared to all 
the other models.

This study leveraged cross-entropy multiple class loss. It is the measure of divergence of the 
predicted class from the actual class. It was calculated as a separate loss for each class label per 
observation and sums the result (Table 3).

Figure 5 shows the impact of iterations on the loss and accuracy of the eight different models. All the 
image clarification models had accuracy over 54%, while five models achieved accuracy over 80%, and 
one model achieved accuracy above 90%. High precision was achieved as 93.69% from the DenseNet 
model. The same model resulted in the highest accuracy of 92.87% and recall of 92.53%. Maximum loss 
was observed for the VGG-16 model. The minimum value for accuracy and precision was observed in 
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Table 2 Evaluation of parameters for knee osteoarthritis detection

Parameter

Accuracy Determines the accuracy of the standalone model inaccuracy to detect the presence of KOA and its classification in the input image

Precision True positive/true positive + false positive

Recall True positive/true positive + false negative

Loss Determines the loss of the model

KOA: Knee osteoarthritis.

Table 3 Performance comparison of various transfer learning convolutional neural network models and eight expert human 
interpretations used for the development of deep learning algorithm for orthopedic radiographs

Model name Accuracy Precision Recall Loss Outcome

ResNet50 54.29% 61.03% 39.52% 1.06 Average

VGG-16 56.68% 67.56% 35.02% 1.10 Average

InceptionV3 87.34% 89.19% 85.67% 0.35 Good

MobilnetV2 82.15% 84.66% 80.21% 0.46 Average

EfficientnetB7 56.61% 70.09% 38.27% 0.98 Average

DenseNet201 92.87% 93.69% 92.53% 0.20 Best

Xception 82.81% 85.03% 77.05% 0.50 Average

NasNetMobile 80.90% 83.98% 77.30% 0.50 Average

Surgeon 74.22% 79.50% 50.00% 0.25 Good

the ResNet50 model. The result showed that DenseNet was the best model to develop a DLAOR image 
classification system. The expert human interpretation for image classification was also captured for 
comparison. This was performed by two OA surgeons, and observed accuracy was 74.22%, with 
minimum loss value as second in comparison to all models.

DISCUSSION
Making the DL algorithm interpretable can benefit both the fields of computer science (to enable the 
development of improved AI algorithms) and medicine (to enable new medical discoveries). 
Interpreting and understanding cases of a machine’s failure or when the machine is underperforming 
relative to the human expert can improve the DL algorithm itself. Understanding the AI decision-
making process when the machine is outperforming the human expert can lead to new medical 
discoveries to extract the deep knowledge and insights that the AI utilizes to more optimal decisions 
than humans. DL in healthcare has already achieved wonders and improved the quality of treatment. 
Multiple organizations like Google, IBM, etc have spent a significant amount of time developing DL 
models that make predictions around hospitalized patients and support managing patient data and 
results. The future of healthcare has never been more intriguing, and both AI and ML have opened 
opportunities to craft solutions for particular needs within healthcare.

Standard radiographs of the hand, wrist, and ankle fractures were automatically diagnosed as a first 
step while identifying the examined view and body part[5]. A continuous, reliable, fast, effective, and 
most importantly accurate machine would be an asset without access to a radiology expert in the 
premise for preliminary diagnosis. AI solutions may incorporate both image data and the radiology text 
report for best judgment of an image or further learning of the network[14]. A recent study[15] revealed 
that with the help of isolating the subtle changes in cartilage texture of knee cartilage in a large number 
of magnetic resonance imaging T2-mapped images could effectively predict the onset of early 
symptomatic (WOMAC score) KOA, which may occur 3 years later. We are in a new era of orthopedic 
diagnostics where computers and not the human eye will comprehend the meaning of image data[16,
17], creating a paradigm shift for orthopedic surgeons and even more so for radiologists. The 
application of AI in orthopedics has mainly focused on the implementation of DL on clinical images.
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Figure 5 Depicting the loss and accuracy vs number of epochs for different models. Red line: Loss; Blue line: Accuracy; Y-axis: Depicting the loss 
and accuracy; X-axis: Number of epochs. A: DenseNet201; B: EffecinetNetB7; C: InceptionV3; D: MobileNetV2; E: NasNetMobile; F: ResNet 50; G: VGG-16; H: 
Xception.

DL algorithms will diagnose symptomatic OA needing treatment from radiological OA with no 
symptoms needing just observation. Both humans and machines make mistakes in applying their 
intelligence to solving problems. In ML, overfitting memorizes all examples, and an overfitted model 
lacks generalization and fails to work on never-before seen examples. In ML, transfer learning is a 
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method that reuses a model that has been developed through a system getting to know specialists and 
has already been reinforced on a huge dataset[18,19].

Transfer learning leverages data extracted from one set of distributions and uses it to leverage its 
learning to predict or classify others. In humans, the switch of expertise to college students is frequently 
performed with the aid of using instructors and training providers. This might not make the scholars 
smart. However, transfer learning makes the knowledge provider wise because of the knowledge-
gathering party. In the case of humans, transferring expertise relies upon the inherent intelligence of the 
expert to improve the classification and prediction skills.

Future prospects
With the identification of top models for the classification of OA using a medical image, these models 
can be deployed for automating the process of preliminary X ray processing and determination of the 
next course of action. Any image classification project starts with a substantial number of images 
classified by an expert. This will provide inputs to the training of the model. There are multiple 
challenges that can result from this misclassification of data during validation of the model by a 
machine, such as intra-class variation, image scale variation, viewpoint variation, i.e. orientation of 
image, occlusion, multiple objects in the image, illumination, and background clutter. While humans 
can overcome some of these possible challenges with naked eyes, it will be difficult for a machine to 
reduce the impacts of such factors while classifying the images. This results in an increased amount of 
loss and effect on the outcome of the prediction.

Expert human interpretation accuracy comes with experience, and it was observed in this study. Both 
humans and machines are prone to overfitting, a curse that impacts preconceived notions while making 
decisions. AI is limited to the areas in which they are trained. Human intelligence and its interpretation, 
however, are independent of this domain of training. The key differentiator between human beings and 
machines is that humans will be able to solve problems related to unforeseen domains, while the latter 
will not have the capability to do that. The common solution suggested by experts to overcome 
overfitting or underfitting is cross-validation and regularization. This would be achieved by increasing 
the size or number of parameters in the ML model, increasing the exploration of complexity or type of 
the model, increasing the training time, and increasing the number of iterations until loss function in 
ML is minimized. Another major drawback of utilizing transfer learning models for image classification 
is negative transfer, where transfer learning ends up decreasing the accuracy or performance of the 
model. Thus, there is a need to customize the models and their parameters to see the impact of tuning 
and epochs on the performance or accuracy of the model.

This study is a preliminary step to the implementation of an end-to-end machine recommendation 
engine for the orthopedic department, which can provide sufficient inputs for OA surgeons to 
determine the requirement of OA surgery, patient treatment, and prioritization of patients based on 
engine output and related patient demographics.

CONCLUSION
The present study found that a neural network can be trained to classify and detect KOA severity and 
laterality as per the KL grading scale. The study reported excellent accuracy with the DenseNet model 
for the detection of the severity of KOA as per KL grading. Previously, it was challenging for healthcare 
professionals to collect and analyze large data for classification, analysis, and prediction of treatments 
since there were no such tools and techniques present. But now, with the advent of ML, it has been 
relatively available. ML may also help provide vital statistics, real-time data, and advanced analytics in 
terms of the patient’s disease, lab test results, blood pressure, family history, clinical trial data, etc to 
doctors. The future of the technology in orthopedics and the application of this study’s findings are 
multi-fold. We can also borrow from experience from other subspecialties.

Transfer learning techniques will not work when the image features learned by the classification 
layer, which are not enough nor appropriate to identify the classes for KL grades. When the medical 
images are not similar, then the KOA features are transferred poorly in the model as in the conventional 
model building, where layers for accuracy purposes have been adjusted as per convenience. If the same 
is applied in transfer learning, then it results in a reduction of trainable parameters and results in 
overfitting. Thus, it is important that a balance between overfitting and learning features is achieved.

This study also plans to improve the accuracy, which can be improved with more images, and the 
features of the algorithm. The implication of this study goes beyond the simple classification of KOA. 
The study paves the way for extrapolating the learning from KOA classification using ML to develop an 
automated KOA classification tool and enable healthcare professionals with better decision-making. 
This study helps in exploring trends and innovations and improving the efficiency of existing research 
and clinical trials associated with AI-based medical image classification. The Healthcare sector, 
including orthopedics, generates a large amount of real-time and non-real-time data. However, the 
challenge is to develop a pipeline that can collect these data effectively and use them for classification, 
analysis, prediction, and treatment in the most optimal manner. ML allows building models to quickly 
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analyze data and deliver results, leveraging historical and real-time data. Healthcare personnel can 
make better decisions on patients’ diagnoses and treatment options using AI solutions, which leads to 
enhanced and effective healthcare services.

ARTICLE HIGHLIGHTS
Research background
Artificial intelligence (AI)-based on deep leaning (DL) has demonstrated promising results for the 
interpretation of radiographs. To develop a machine learning (ML) program capable of interpreting 
orthopedic radiographs with accuracy, a project called DL algorithm for orthopedic radiographs was 
initiated. It was used to diagnose knee osteoarthritis (KOA) using Kellgren-Lawrence scales in the first 
phase.

Research motivation
By using DL methods trained by senior radiologists and orthopedic surgeons in larger hospitals, smaller 
institutions could gain the expertise they need and create more space in emergency care, where medical 
professionals may not be readily available. Providing care in this manner would improve access dramat-
ically.

Research objectives
This study aimed to explore the use of transfer learning convolutional neural network for medical image 
classification applications using KOA as a clinical scenario, comparing eight different transfer learning 
DL models for detecting the grade of KOA from a radiograph, to compare the accuracy between results 
from AI models and expert human interpretation, and to identify the most appropriate model for 
detecting the grade of KOA.

Research methods
As per the Kellgren-Lawrence scale, three orthopedic surgeons reviewed these independent cases, 
graded their severity for OA, and settled disagreements through consensus. To assess the efficacy of ML 
in accurately classifying radiographs for KOA, eight models were used, including ResNet50, VGG-16, 
InceptionV3, MobilnetV2, EfficientNetB7, DenseNet201, Xception, and NasNetMobile. A total of 2068 
images were used, of which 70% were used initially to train the model, 10% were then used to test the 
model, and 20% were used for accuracy testing and validation of each model.

Research results
Overall, our network showed a high degree of accuracy for detecting KOA, ranging from 54% to 93%. 
Some networks were highly accurate, but few had an efficiency of more than 50%. The DenseNet model 
was the most accurate, at 93%, while expert human interpretation indicated accuracy of 74%.

Research conclusions
The study has compared the accuracy provided by expert human interpretation and AI models. It 
showed that an AI model can successfully classify and differentiate the knee X-ray image with the 
presence of different grades of KOA or by using various transfer learning convolution neural network 
models against human actions to classify the same. The purpose of the study was to pave the way for 
the development of more accurate models and tools, which can improve the classification of medical 
images by ML and provide insight into orthopedic disease pathology.

Research perspectives
AI can only operate within the areas in which it has been trained, whereas human intelligence and its 
interpretation are independent of the area in which it has been trained. One of the key differences 
between humans and machines is that humans will be able to solve problems related to unforeseen 
domains, while the latter will not have the capability to do that. It can be accomplished by increasing the 
size or number of parameters in the ML model, examining the complexity or type of the model, 
increasing the time spent training, and increasing the number of iterations until the loss function in ML 
is minimized.
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